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Preface
The following document contains my personal solutions to the exercises in
Tom Leinster’s Basic Category Theory [Lei14]. There is no guarantee that
these solutions are correct or complete.

Similar collections of solutions can be found at [pos21] and [Wei19].
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Chapter 0

Introduction

Exercise 0.10
For every topological space 𝑋 , every set-theoretic map from 𝑋 to 𝐼 (𝑆) is con-
tinuous. This can also be formulated as follows:

Let 𝑖 be the set-theoretic map from 𝑆 to 𝐼 (𝑆) given by 𝑖(𝑠) ≔ 𝑠 for every
element 𝑠 of 𝑆. There exists for any set-theoretic map 𝑓 from 𝑋 to 𝑆 a unique
continuous map 𝑓 from 𝑋 to 𝐼 (𝑆) with 𝑓 = 𝑖 ∘ 𝑓 , i.e., such that the following
diagram commutes.

𝑋

𝑆 𝐼 (𝑆)

𝑓 𝑓

𝑖

Exercise 0.11
Let 𝐾 be another group and let 𝜑 be a homomorphism of groups from 𝐾
to 𝐻 such that the composite 𝜃 ∘ 𝜑 is the trivial homomorphism of groups.
Then there exists a unique homomorphism of groups 𝜓 from 𝐾 to ker(𝜃)
with 𝜑 = 𝜄 ∘ 𝜓 , i.e., such that the following diagram commutes:

𝐾

𝐺 𝐻

ker(𝜃)

𝜑

1

𝜓 𝜃
𝜄

1
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Chapter 0 Introduction

Exercise 0.12

We recall the following two statement from point-set topology and fromnaive
set theory respectively.

Proposition 0.A. Let 𝑋 be a topological space and let 𝑈 and 𝑉 be two open
subsets of 𝑋 such that 𝑋 = 𝑈 ∪ 𝑉 . Let 𝑌 be another topological space and
let 𝑓 be a set-theoretic map from 𝑋 to 𝑌 . The map 𝑓 is continuous if and only
if both restrictions 𝑓 |𝑈 and 𝑓 |𝑉 are continuous.

Proposition 0.B. Let 𝑋 be a set and let 𝑈 and 𝑉 be two subsets of 𝑋 such
that 𝑋 = 𝑈 ∪ 𝑉 . Let 𝑌 be another set and let

𝑓 ∶ 𝑈 ⟶ 𝑌 and 𝑔 ∶ 𝑉 ⟶ 𝑌

be two maps that agree on the intersection 𝑈 ∩ 𝑉 , i.e., such that

𝑓 |𝑈∩𝑉 = 𝑔|𝑈∩𝑉 .

Then there exists a unique map ℎ from 𝑋 to 𝑌 with both ℎ|𝑈 = 𝑓 and ℎ|𝑉 = 𝑔.

We consider now the situation of diagram (0.3) from the book. The com-
mutativity of the outer diagram

𝑈 ∩ 𝑉 𝑈

𝑉

𝑌

𝑖

𝑗
𝑓

𝑔

means precisely that the functions 𝑓 and 𝑔 agree on the intersection 𝑈 ∩ 𝑉 .
It follows from Proposition 0.B that there exists a unique set-theoretic map ℎ
from 𝑋 to 𝑌 with ℎ|𝑈 = 𝑓 and ℎ|𝑉 = 𝑔. This means precisely that the map ℎ
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makes the diagram

𝑈 ∩ 𝑉 𝑈

𝑉 𝑋

𝑌

𝑖

𝑗
𝑓

𝑗′

𝑔

𝑖′

ℎ

commute. It follows from Proposition 0.A that this map ℎ is again continu-
ous.

Exercise 0.13
(a)

Let 𝜙 be a homomorphism of rings from ℤ[𝑥] to 𝑅. Let 𝑦 be the image of the
variable 𝑥 under 𝜙, i.e., let 𝑦 ≔ 𝜙(𝑥). For any element 𝑝 of ℤ[𝑥], which is of
the form 𝑝 = ∑𝑛≥0 𝑎𝑛𝑥𝑛 for suitable coefficients 𝑎𝑛, we have

𝜙(𝑝) = 𝜙(∑
𝑛≥0

𝑎𝑛𝑥𝑛) = ∑
𝑛≥0

𝑎𝑛𝜙(𝑥)𝑛 = ∑
𝑛≥0

𝑎𝑛𝑦 𝑛 .

This shows that the homomorphism 𝜙 is uniquely determined by its action
on the element 𝑥 of ℤ[𝑥]. This in turn shows the desired uniqueness.

Let now 𝑦 be an arbitrary element of 𝑅. The map

𝜙 ∶ ℤ[𝑥] ⟶ 𝑅 , ∑
𝑛≥0

𝑎𝑛𝑥𝑛 ⟼ ∑
𝑛≥0

𝑎𝑛𝑦 𝑛

is a homomorphism of rings that maps the variable 𝑥 onto the element 𝑦 . This
shows the desired existence.

(b)

There exists by the previous part of the exercise a unique homomorphism of
rings 𝜑 from ℤ[𝑥] to 𝐴 with 𝜑(𝑥) = 𝑎, and there exists similarly a unique
homomorphism of rings 𝜓 from 𝐴 to ℤ[𝑥] with 𝜓(𝑎) = 𝑥 .
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Chapter 0 Introduction

There exists by the previous part of the exercise a unique homomorphism
of rings from ℤ[𝑥] to ℤ[𝑥] that maps the element 𝑥 onto itself. But both 1ℤ[𝑥]
and the composite 𝜓∘𝜑 are homomorphisms of rings that satisfy this condition.
It follows that 𝜓 ∘ 𝜑 = 1ℤ[𝑥]. We find in the same way that also 𝜑 ∘ 𝜓 = 1𝐴.

We have shown that the two homomorphisms 𝜑 and 𝜓 are mutually in-
verse. This means that 𝜑 is an isomorphism whose inverse is given by the
homomorphism 𝜓 .

Exercise 0.14
(a)

Let 𝑃 be the vector space 𝑋 × 𝑌 , let 𝑝1 be the projection map from 𝑃 to 𝑋
into the first coordinate, and let 𝑝2 be the projection map from 𝑃 to 𝑌 into the
second coordinate.

For every pair (𝑓1, 𝑓2) of set-theoretic maps

𝑓1∶ 𝑉 ⟶ 𝑋 , 𝑓2∶ 𝑉 ⟶ 𝑌 ,
there exists a unique set-theoretic map

𝑓 ∶ 𝑉 ⟶ 𝑋 × 𝑌
such that both 𝑓1 = 𝑝1 ∘ 𝑓 and 𝑓2 = 𝑝2 ∘ 𝑓 , namely the map

𝑓 ∶ 𝑉 ⟶ 𝑃 , 𝑣 ⟼ (𝑓1(𝑣), 𝑓2(𝑣)) .
The map 𝑓 is linear if and only if it is linear in both coordinates. In other
words, 𝑓 is linear if and only if both 𝑓1 and 𝑓2 are linear. It follows that the
cone (𝑃, 𝑝1, 𝑝2) satisfies the desired universal property.

(b)

By assumption on the cone (𝑃 ′, 𝑝′1, 𝑝′2), there exists a unique linear map 𝑖
from 𝑃 to 𝑃 ′ such that both

𝑝′1 ∘ 𝑖 = 𝑝1 and 𝑝′2 ∘ 𝑖 = 𝑝2 .
There exists similarly a unique linear map 𝑗 from 𝑃 ′ to 𝑃 such that both

𝑝1 ∘ 𝑗 = 𝑝′1 and 𝑝2 ∘ 𝑗 = 𝑝′2 .
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By the universal property of the cone (𝑃, 𝑝1, 𝑝2), there exists a unique linear
map 𝑓 from 𝑃 to 𝑃 such that both 𝑝1 ∘ 𝑓 = 𝑝1 and 𝑝2 ∘ 𝑓 = 𝑝2. However,
both 1𝑃 and 𝑗 ∘𝑖 satisfy this defining condition of the map 𝑓 . We have therefore
both 𝑓 = 1𝑃 and 𝑓 = 𝑗 ∘ 𝑖, and thus 𝑗 ∘ 𝑖 = 1𝑃 .

We find in the same way that also 𝑖 ∘ 𝑗 = 1𝑃 ′ .
This shows that the linear maps 𝑖 and 𝑗 are mutually inverse isomorphisms

of vector spaces.

(c)

Let 𝑄 be the vector space 𝑋 ⊕ 𝑌 , and let 𝑞1 and 𝑞2 be the two linear maps

𝑞1∶ 𝑋 ⟶ 𝑄 , 𝑥 ⟼ (𝑥, 0)
and

𝑞2∶ 𝑌 ⟶ 𝑄 , 𝑦 ⟼ (0, 𝑦) .
Let (𝑉 , 𝑓1, 𝑓2) be a cocone. We show in the following that there exists a

unique linear map 𝑓 from 𝑄 to 𝑉 with both 𝑓 ∘ 𝑞1 = 𝑓1 and 𝑓 ∘ 𝑞2 = 𝑓2.
To show the required uniqueness, let 𝑓 be such a linear map. Then

𝑓 ((𝑥, 𝑦)) = 𝑓 ((𝑥, 0) + (0, 𝑦))
= 𝑓 ((𝑥, 0)) + 𝑓 ((0, 𝑦))
= 𝑓 (𝑞1(𝑥)) + 𝑓 (𝑞2(𝑦))
= (𝑓 ∘ 𝑞1)(𝑥) + (𝑓 ∘ 𝑞2)(𝑦)
= 𝑓1(𝑥) + 𝑓2(𝑦)

for all 𝑥 ∈ 𝑋 , 𝑦 ∈ 𝑌 . This shows that the linear map 𝑓 is uniquely determined
by the composites 𝑓1 and 𝑓2, which shows the desired uniqueness of 𝑓 .

To show the existence of the linear map 𝑓 , we define it as

𝑓 ∶ 𝑄 ⟶ 𝑉 , (𝑥, 𝑦) ⟼ 𝑓1(𝑥) + 𝑓2(𝑦) .
The map 𝑓 is linear since it can be expressed as

𝑓 = 𝑓1 ∘ 𝑝1 + 𝑓2 ∘ 𝑝2 ,
with 𝑝1, 𝑝2, 𝑓1 and 𝑓2 being linear. The map 𝑓 also satisfies both

(𝑓 ∘ 𝑞1)(𝑥) = 𝑓 (𝑞1(𝑥)) = 𝑓 ((𝑥, 0)) = 𝑓1(𝑥) + 𝑓2(0) = 𝑓1(𝑥) + 0 = 𝑓1(𝑥)
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Chapter 0 Introduction

and

(𝑓 ∘ 𝑞2)(𝑦) = 𝑓 (𝑞2(𝑦)) = 𝑓 ((0, 𝑦)) = 𝑓1(0) + 𝑓2(𝑦) = 0 + 𝑓2(𝑦) = 𝑓2(𝑦) .
This shows the desired existence of the linear map 𝑓 .

(d)

Let (𝑄′, 𝑞′1, 𝑞′2) be a cocone such that for every cocone (𝑉 , 𝑓1, 𝑓2) there exists a
unique linear map 𝑓 from 𝑄′ to 𝑉 with 𝑓 ∘ 𝑞′1 = 𝑓1 and 𝑓 ∘ 𝑞′2 = 𝑓2.

It follows from the previous part of this exercise that there exists a unique
linear map 𝑖 from 𝑄 to 𝑄′ such that 𝑖 ∘ 𝑞1 = 𝑞′1 and 𝑖 ∘ 𝑞2 = 𝑞′2. It follows from
the above assumption on (𝑄′, 𝑞′1, 𝑞′2) that there exists a unique linear map 𝑗
from 𝑄′ to 𝑄 such that 𝑗 ∘ 𝑞′1 = 𝑞1 and 𝑗 ∘ 𝑞′2 = 𝑞2.

There exists by the previous part of this exercise a unique linear map 𝑓
from 𝑄 to 𝑄 such that 𝑓 ∘ 𝑞1 = 𝑞1 and 𝑓 ∘ 𝑞2 = 𝑞2. Both 1𝑄 end 𝑗 ∘ 𝑖 satisfy this
defining property of 𝑓 , which shows that 𝑗 ∘ 𝑖 = 1𝑄 . We find in the same way
that also 𝑖 ∘ 𝑗 = 1𝑄′ .

This shows that the linear maps 𝑖 and 𝑗 are mutually inverse isomorphisms
of vector spaces.
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Chapter 1

Categories, functors and
natural transformations

1.1 Categories

Exercise 1.1.12
• The category 𝐀𝐛 of abelian groups: the class of objects of 𝐀𝐛 is the class
of abelian groups; the morphisms in 𝐀𝐛 are the homomorphisms of groups
between abelian groups; composition of morphisms in 𝐀𝐛 is given by the
usual composition of functions.

• For any ring 𝑅, the category 𝑅-𝐌𝐨𝐝 of left 𝑅-modules: the class of objects
of 𝑅-𝐌𝐨𝐝 is the class of left 𝑅-modules; the morphisms in 𝑅-𝐌𝐨𝐝 are the ho-
momorphisms of 𝑅-modules; composition of morphisms in 𝑅-𝐌𝐨𝐝 is given
by the usual composition of functions.

• The category 𝐏𝐨𝐬𝐞𝐭 of partially ordered sets: the class of objects of 𝐏𝐨𝐬𝐞𝐭
is the class of partially ordered sets; the morphisms in 𝐏𝐨𝐬𝐞𝐭 are the order-
preserving maps; composition of morphisms in 𝐏𝐨𝐬𝐞𝐭 is given by the usual
composition of functions.

• The category 𝐌𝐟𝐥𝐝 of smooth manifolds: the class of objects of 𝐌𝐟𝐥𝐝 is the
class of smooth (real) manifolds; the morphisms in 𝐌𝐟𝐥𝐝 are the smooth
maps between smooth manifolds; composition of morphisms in 𝐌𝐟𝐥𝐝 is
given by the usual composition of functions.

• For any field 𝕜, the category 𝐕𝐚𝐫𝕜 of varieties over 𝕜: the class of objects
of𝐕𝐚𝐫𝕜 is the class of varieties over𝕜; themorphisms in𝐕𝐚𝐫𝕜 are the regular
maps; composition of morphisms in 𝐕𝐚𝐫𝕜 is given by the usual composition
of functions.
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Chapter 1 Categories, functors and natural transformations

Exercise 1.1.13
Let 𝑔 be a left-sided inverse to 𝑓 and let ℎ be a right-sided inverse to 𝑓 . Then

𝑔 = 𝑔 ∘ 1𝐵 = 𝑔 ∘ 𝑓 ∘ ℎ = 1𝐴 ∘ ℎ = ℎ .

Exercise 1.1.14
The composite of two morphisms

(𝑓 , 𝑔)∶ (𝐴, 𝐵) ⟶ (𝐴′, 𝐵′) , (𝑓 ′, 𝑔′)∶ (𝐴′, 𝐵′) ⟶ (𝐴″, 𝐵″)
in 𝒜 ×ℬ is given by

(𝑓 ′, 𝑔′) ∘ (𝑓 , 𝑔) ≔ (𝑓 ′ ∘ 𝑓 , 𝑔′ ∘ 𝑔) .
The identity morphism of an object (𝐴, 𝐵) of 𝒜 ×ℬ is then given by (1𝐴, 1𝐵),
i.e.,

1(𝐴,𝐵) = (1𝐴, 1𝐵) .

Exercise 1.1.15
For any two continuous maps 𝑓 and 𝑔 from a topological space 𝑋 to another
topological space 𝑌 we write 𝑓 ≃ 𝑔 to mean that 𝑓 and 𝑔 are homotopic.

The composition of morphisms in 𝐓𝐨𝐩 descends do a composition of mor-
phisms in 𝐓𝐨𝐩𝐡 thanks to the following observation:

Let 𝑋 , 𝑌 and 𝑍 be topological spaces. Let

𝑓 , 𝑓 ′∶ 𝑋 ⟶ 𝑌 , 𝑔, 𝑔′∶ 𝑌 ⟶ 𝑍
be continuous maps. If 𝑓 ≃ 𝑓 ′ and 𝑔 ≃ 𝑔′, then also 𝑔 ∘ 𝑓 ≃ 𝑔′ ∘ 𝑓 ′.

For any topological space 𝑋 , the identity morphism of 𝑋 in 𝐓𝐨𝐩𝐡 is given
by the homotopy class of the identity map on 𝑋 . It follows that two topologi-
cal spaces𝑋 and 𝑌 are isomorphic in𝐓𝐨𝐩𝐡 if and only if there exist continuous
maps

𝑓 ∶ 𝑋 ⟶ 𝑌 , 𝑔 ∶ 𝑌 ⟶ 𝑋
such that both 𝑔 ∘ 𝑓 ≃ 1𝑋 and 𝑓 ∘ 𝑔 ≃ 1𝑌 . In other words, two topological
spaces become isomorphic in 𝐓𝐨𝐩𝐡 if and only if they are homotopy equiva-
lent. (More explicitly, a continuous map becomes an isomorphism in 𝐓𝐨𝐩𝐡 if
and only if it is a homotopy equivalence.)
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1.2 Functors

1.2 Functors

Exercise 1.2.20
• For every topological space 𝑋 let π0(𝑋) be the set of path components of 𝑋 .
Every continuous map

𝑓 ∶ 𝑋 ⟶ 𝑌
induces a map

π0(𝑓 )∶ π0(𝑋) ⟶ π0(𝑌 ) , [𝑥] ⟼ [𝑓 (𝑥)] .

This construction defines a functor π0 from 𝐓𝐨𝐩 to 𝐒𝐞𝐭.
• For every 𝕜-vector space 𝑉 let T(𝑉 ) be the tensor algebra over 𝑉 . For every
two 𝕜-vector spaces 𝑉 and𝑊 and every linear map 𝑓 from 𝑉 to𝑊 , let T(𝑓 )
be the induced homomorphism of 𝕜-algebras from T(𝑉 ) to T(𝑊 ), which is
given by

T(𝑓 )(𝑣1 ⊗⋯ ⊗ 𝑣𝑛) = 𝑓 (𝑣1) ⊗ ⋯ ⊗ 𝑓 (𝑣𝑛)
for every 𝑛 ≥ 0 and all 𝑣1, … , 𝑣𝑛 ∈ 𝑉 . This construction defines a functor T
from 𝐕𝐞𝐜𝐭𝕜 to 𝐀𝐥𝐠𝕜.

We have similarly functors S and⋀ from 𝐕𝐞𝐜𝐭𝕜 to 𝐀𝐥𝐠𝕜 that assign to ev-
ery vector space its symmetric algebra and its exterior algebra respectively.

• For every group 𝐺 let 𝐺ab be the abelianization of 𝐺. For every two groups 𝐺
and 𝐻 and every homomorphism of groups 𝜑 from 𝐺 to 𝐻 , let 𝜑ab be the
induced homomorphism of groups from 𝐺ab to 𝐻 ab given by

𝜑ab([𝑥]) = [𝜑(𝑥)]

for every 𝑥 ∈ 𝐺. This construction defines a functor (−)ab from 𝐆𝐫𝐩 to 𝐀𝐛.
• For every group 𝐺 let 𝐶(𝐺) be its set of conjugacy classes. Every homomor-
phism of groups

𝜑 ∶ 𝐺 ⟶ 𝐻
induces a map

𝐶(𝜑)∶ 𝐶(𝐺) ⟶ 𝐶(𝐻) , [𝑔] ⟼ [𝜑(𝑔)] .

This mapping 𝐶 is a functor from 𝐆𝐫𝐩 to 𝐒𝐞𝐭.
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Chapter 1 Categories, functors and natural transformations

Exercise 1.2.21
Proposition 1.A. Let 𝐹 be a functor from a category𝒜 to a categoryℬ. Let 𝑓
be an isomorphism in 𝒜 . Then 𝐹(𝑓 ) is an isomorphism in ℬ.

Proof. Let 𝐴 be the domain of 𝑓 , and let 𝐴′ be its codomain. By applying the
functor 𝐹 to these equations

𝑓 ∘ 𝑓 −1 = 1𝐴′ , 𝑓 −1 ∘ 𝑓 = 1𝐴 ,
we arrive at the equations

𝐹(𝑓 ) ∘ 𝐹 (𝑓 −1) = 1𝐹(𝐴′) 𝐹(𝑓 −1) ∘ 𝐹 (𝑓 ) = 1𝐹(𝐴) .
These equations show that the morphism 𝐹(𝑓 ) is again an isomorphism, with
inverse given by 𝐹(𝑓 −1).1 ∎

There exists by assumption an isomorphism 𝑓 from𝐴 to𝐴′ in𝒜 . It follows
from Proposition 1.A that 𝐹(𝑓 ) is an isomorphism from 𝐹(𝐴) to 𝐹(𝐴′) in ℬ.
The existence of such an isomorphism shown that the objects 𝐹(𝐴) and 𝐹(𝐴′)
are again isomorphic.

Exercise 1.2.22
A functor 𝐹 from 𝒜 to ℬ consists of the following data:

• A map 𝑓 from 𝐴 to 𝐵 that gives us the action of 𝐹 on the objects on 𝒜 .

• For every two elements 𝑎 and 𝑎′ of 𝐴 and every morphism 𝑖 from 𝑎 to 𝑎′
in 𝒜 a morphism 𝐹(𝑖) from 𝐹(𝑎) to 𝐹(𝑎′) in ℬ, such that the following
two properties hold:

1. 𝐹(1𝑎) = 1𝑓 (𝑎) for every element 𝑎 of 𝒜 .
2. For every two composable morphisms

𝑖∶ 𝑎 ⟶ 𝑎′ , 𝑗 ∶ 𝑎′ ⟶ 𝑎″

in 𝒜 , the equality 𝐹(𝑗 ∘ 𝑖) = 𝐹(𝑗) ∘ 𝐹 (𝑖) holds.
In the categoryℬ, any twomorphismswith the same domain and the same

codomain are automatically equal. This has the following two consequences:

1In other words, 𝐹(𝑓 −1) = 𝐹(𝑓 )−1.

10
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• The two conditions 1 and 2 are both automatically satisfied.

• The action of 𝐹 on morphisms is uniquely determined by the action of 𝐹
on objects, and thus by the map 𝑓 .

The data of a functor 𝐹 from 𝒜 to ℬ does therefore only consist of a func-
tion 𝑓 from 𝐴 to 𝐵 satisfying the following condition:

There exist a morphism from 𝑓 (𝑎) to 𝑓 (𝑎′) in ℬ for every two
elements 𝑎 and 𝑎′ of 𝐴 for which there exist a morphism from 𝑎
in 𝑎′ in 𝒜 .

In other words, the function 𝑓 needs to satisfy the condition 𝑓 (𝑎) ≤ 𝑓 (𝑎′) for
every two elements 𝑎 and 𝑎′ of 𝐴 with 𝑎 ≤ 𝑎′. But this is precisely what it
means for 𝑓 to be order-preserving.

Exercise 1.2.23
(a)

The group 𝐺op is the opposite group of 𝐺: to every element 𝑔 of 𝐺 there is an
associated element 𝑔op of 𝐺op such that the map

𝐺 ⟶ 𝐺op , 𝑔 ⟼ 𝑔op

is bijective, and the group structure on 𝐺op is given by

𝑔op · ℎop = (ℎ · 𝑔)op for all 𝑔, ℎ, ∈ 𝐺.
Every group 𝐺 is isomorphic to its opposite group 𝐺op via the inversion

map
𝑖∶ 𝐺 ⟶ 𝐺op , 𝑔 ⟼ (𝑔op)−1 .

Indeed, the map 𝑖 bijective because it is the composite of the two bijections

𝐺 ⟶ 𝐺op , 𝑔 ⟼ 𝑔op

and
𝐺op ⟶ 𝐺op , 𝑥 ⟼ 𝑥−1 .

It is a homomorphism of groups because

𝑖(𝑔ℎ) = ((𝑔ℎ)op)−1 = (ℎop𝑔op)−1 = (𝑔op)−1(ℎop)−1 = 𝑖(𝑔)𝑖(ℎ)
for all 𝑔, ℎ ∈ 𝐺.

11
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(b)

We follow the approach from [MSE13b]. Let 𝑋 be a set that contains at least
two elements and let 𝑀 be the monoid of maps from 𝑋 to itself, i.e., let 𝑀
be End𝐒𝐞𝐭(𝑋).

Every constant map 𝑐 from 𝑋 to 𝑋 is left-absorbing in 𝑀 , in the sense
that 𝑐𝑓 = 𝑐 for every element 𝑓 of𝑀 . It follows that the opposite monoid𝑀op

contains right-absorbing elements.
But 𝑀 itself does not admit any right-absorbing element. Indeed, there ex-

ist for every element 𝑓 of𝑀 two elements 𝑥 and 𝑦 of𝑋 with 𝑓 (𝑥) ≠ 𝑦 (because
the set 𝑋 contains two distinct elements). Let 𝑠 be the transposition on the
set𝑋 that interchanges the two elements 𝑓 (𝑥) and 𝑦 . Then (𝑠𝑓 )(𝑥) = 𝑦 ≠ 𝑓 (𝑥)
and therefore 𝑠𝑓 ≠ 𝑓 .

Exercise 1.2.24
Suppose that such a functor Z were to exist. The symmetric group S3 con-
tains a transposition, which corresponds to a non-trivial homomorphism of
groups 𝑓 from ℤ/2 to S3. There also exists a non-trivial homomorphism of
groups 𝑔 from S3 to ℤ/2, which is given by

𝑔(𝜎) = {0 if 𝜎 is even,
1 if 𝜎 is odd,

for every permutation 𝜎 in S3. The composite 𝑔 ∘ 𝑓 is the identity on ℤ/2,
whence we have the following commutative diagram:

S3

ℤ/2 ℤ/2

𝑔𝑓

1ℤ/2

By applying the functor Z to this diagram, we arrive at the following commu-
tative diagram:

Z(S3)

Z(ℤ/2) Z(ℤ/2)

Z(𝑔)Z(𝑓 )

1Z(ℤ/2)

12
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The group ℤ/2 is abelian and the center of the symmetric group S3 it trivial.
The above commutative diagram can therefore be rewritten as follows:

1

ℤ/2 ℤ/21ℤ/2

It follows from the commutativity of this last diagram that the identity ho-
momorphism of ℤ/2 is trivial. But this is false because the group ℤ/2 is
non-trivial.

Exercise 1.2.25

(a)

We first check that for every object 𝐴 of 𝒜 , the assignment 𝐹𝐴 is indeed a
functor from ℬ to 𝒞 .

• If 𝑔 is a morphism from 𝐵 to 𝐵′ in ℬ then the pair (1𝐴, 𝑔) is a morphism
from (𝐴, 𝐵) to (𝐴, 𝐵′) in 𝒜 × ℬ. It follows that 𝐹(1𝐴, 𝑔) is a morphism
from 𝐹(𝐴, 𝐵) = 𝐹𝐴(𝐵) to 𝐹(𝐴, 𝐵′) = 𝐹𝐴(𝐵′) in 𝒞 .

• We have for every object 𝐵 of ℬ the equalities

𝐹𝐴(1𝐵) = 𝐹(1𝐴, 1𝐵) = 𝐹(1(𝐴,𝐵)) = 1𝐹(𝐴,𝐵) = 1𝐹𝐴(𝐵) .

• Let
𝑔 ∶ 𝐵 ⟶ 𝐵′ , 𝑔′∶ 𝐵′ ⟶ 𝐵″

be two composable morphisms in ℬ. We have

𝐹𝐴(𝑔′) ∘ 𝐹𝐴(𝑔) = 𝐹(1𝐴, 𝑔′) ∘ 𝐹 (1𝐴, 𝑔)
= 𝐹((1𝐴, 𝑔′) ∘ (1𝐴, 𝑔))
= 𝐹(1𝐴 ∘ 1𝐴, 𝑔′ ∘ 𝑔)
= 𝐹(1𝐴, 𝑔′ ∘ 𝑔)
= 𝐹𝐴(𝑔′ ∘ 𝑔) .

13



Chapter 1 Categories, functors and natural transformations

This shows that the assignment 𝐹𝐴 is indeed a functor from ℬ to 𝒞 .
Let now 𝐵 be a fixed object of the category ℬ. For every object 𝐴 of 𝒜

let 𝐹𝐵(𝐴) be the object 𝐹(𝐴, 𝐵) of 𝒜 ×ℬ. For every morphism

𝑓 ∶ 𝐴 ⟶ 𝐴′

in 𝒜 let 𝐹𝐵(𝑓 ) be the morphism 𝐹(𝑓 , 1𝐵) in 𝒞 . The domain of this morphism
is (𝐴, 𝐵) = 𝐹𝐵(𝐴), and its codomain is (𝐴′, 𝐵) = 𝐹𝐵′(𝐴).
• We have for every object 𝐴 of 𝒜 the chain of equalities

𝐹𝐵(1𝐴) = 𝐹(1𝐴, 1𝐵) = 𝐹(1(𝐴,𝐵)) = 1𝐹(𝐴,𝐵) = 1𝐹𝐵(𝐴) .
• For every two composable morphisms

𝑓 ∶ 𝐴 ⟶ 𝐴′ , 𝑓 ′∶ 𝐴′ ⟶ 𝐴″

in 𝒜 , we have the chain of equalities

𝐹𝐵(𝑓 ′) ∘ 𝐹𝐵(𝑓 ) = 𝐹(𝑓 ′, 1𝐵) ∘ 𝐹 (𝑓 , 1𝐵)
= 𝐹((𝑓 ′, 1𝐵) ∘ (𝑓 , 1𝐵))
= 𝐹(𝑓 ′ ∘ 𝑓 , 1𝐵 ∘ 1𝐵)
= 𝐹(𝑓 ′ ∘ 𝑓 , 1𝐵)
= 𝐹𝐵(𝑓 ′ ∘ 𝑓 ) .

This shows that 𝐹𝐵 is a functor from 𝒜 to 𝒞 .

(b)

We have for every object 𝐴 of 𝒜 and every object 𝐵 of ℬ the equalities

𝐹𝐴(𝐵) = (𝐴, 𝐵) = 𝐹𝐵(𝐴) .
We also have for all morphisms

𝑓 ∶ 𝐴 ⟶ 𝐴′ , 𝑔 ∶ 𝐵 ⟶ 𝐵′

in 𝒜 and ℬ respectively the chains of equalities

𝐹𝐴′(𝑔) ∘ 𝐹𝐵(𝑓 ) = 𝐹(1𝐴′ , 𝑔) ∘ 𝐹 (𝑓 , 1𝐵) = 𝐹((1𝐴′ , 𝑔) ∘ (𝑓 , 1𝐵)) = 𝐹(𝑓 , 𝑔)
and

𝐹𝐵′(𝑓 ) ∘ 𝐹𝐴(𝑔) = 𝐹(𝑓 , 1𝐵′) ∘ 𝐹 (1𝐴, 𝑔) = 𝐹((𝑓 , 1𝐵′) ∘ (1𝐴, 𝑔)) = 𝐹(𝑓 , 𝑔) ,
and therefore the equalities

𝐹𝐴′(𝑔) ∘ 𝐹𝐵(𝑓 ) = 𝐹(𝑓 , 𝑔) = 𝐹𝐵′(𝑓 ) ∘ 𝐹𝐴(𝑔) .
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1.2 Functors

(c)

Suppose first that such a functor 𝐹 were to exist. Then

𝐹(𝐴, 𝐵) = 𝐹𝐴(𝐵)
for every object (𝐴, 𝐵) of 𝒜 ×ℬ, and

𝐹(𝑓 , 𝑔) = 𝐹((1𝐴′ , 𝑔) ∘ (𝑓 , 1𝐵)) = 𝐹(1𝐴′ , 𝑔) ∘ 𝐹 (𝑓 , 1𝐵) = 𝐹𝐴′(𝑔) ∘ 𝐹𝐵(𝑓 )
for every morphism (𝑓 , 𝑔) from (𝐴, 𝐵) to (𝐴′, 𝐵′) in 𝒜 × ℬ. This shows the
uniqueness of 𝐹 . In the following, we will show the existence of 𝐹 .

For every object 𝐴 of 𝒜 and 𝐵 of ℬ, we denote the element 𝐹𝐴(𝐵) of 𝒞
by 𝐹(𝐴, 𝐵). We have equivalently 𝐹(𝐴, 𝐵) = 𝐹𝐵(𝐴). For every morphism

(𝑓 , 𝑔)∶ (𝐴, 𝐵) ⟶ (𝐴′, 𝐵′)
in 𝒜 ×ℬ we define

𝐹(𝑓 , 𝑔) ≔ 𝐹𝐴′(𝑔) ∘ 𝐹𝐵(𝑓 ) .
Equivalently,

𝐹(𝑓 , 𝑔) = 𝐹𝐵′(𝑓 ) ∘ 𝐹𝐴(𝑔) .
We have to check that 𝐹 is indeed a functor.

• Let
(𝑓 , 𝑔)∶ (𝐴, 𝐵) ⟶ (𝐴′, 𝐵′)

be a morphism in 𝒜 × ℬ. The morphism 𝐹(𝑓 , 𝑔) = 𝐹𝐴′(𝑔) ∘ 𝐹𝐵(𝑓 ) goes
from 𝐹(𝐴, 𝐵) to 𝐹(𝐴′, 𝐵′), as we can from the following diagram:

𝐹𝐵(𝐴) 𝐹𝐵(𝐴′) 𝐹𝐴′(𝐵) 𝐹𝐴′(𝐵′)

𝐹 (𝐴, 𝐵) 𝐹(𝐴′, 𝐵) 𝐹(𝐴′, 𝐵) 𝐹(𝐴′, 𝐵′)

𝐹𝐵(𝑓 ) 𝐹𝐴′ (𝑔)

• We have for every object (𝐴, 𝐵) of 𝒜 ×ℬ the chain of equalities

𝐹(1(𝐴,𝐵)) = 𝐹(1𝐴, 1𝐵) = 𝐹𝐴(1𝐵) ∘ 𝐹𝐵(1𝐴) = 1𝐹𝐴(𝐵) ∘ 1𝐹𝐵(𝐴) = 1𝐹(𝐴,𝐵) ∘ 1𝐹(𝐴,𝐵)
= 1𝐹(𝐴,𝐵) .
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• For every two composable morphisms

(𝑓 , 𝑔)∶ (𝐴, 𝐵) ⟶ (𝐴′, 𝐵′) , (𝑓 ′, 𝑔′)∶ (𝐴′, 𝐵′) ⟶ (𝐴″, 𝐵″)
in 𝒜 ×ℬ, we have the chain of equalities

𝐹(𝑓 ′, 𝑔′) ∘ 𝐹 (𝑓 , 𝑔) = 𝐹𝐴″(𝑔′) ∘ 𝐹𝐵′(𝑓 ′) ∘ 𝐹𝐵′(𝑓 ) ∘ 𝐹𝐴(𝑔)
= 𝐹𝐴″(𝑔′) ∘ 𝐹𝐵′(𝑓 ′ ∘ 𝑓 ) ∘ 𝐹𝐴(𝑔)
= 𝐹𝐴″(𝑔′) ∘ 𝐹𝐴″(𝑔) ∘ 𝐹𝐵(𝑓 ′ ∘ 𝑓 )
= 𝐹𝐴″(𝑔′ ∘ 𝑔) ∘ 𝐹𝐵(𝑓 ′ ∘ 𝑓 )
= 𝐹(𝑔′ ∘ 𝑔, 𝑓 ′ ∘ 𝑓 )
= 𝐹((𝑔′, 𝑓 ′) ∘ (𝑔, 𝑓 ))
= 𝐹(𝑔′, 𝑓 ′) ∘ 𝐹 (𝑔, 𝑓 ) .

This shows altogether that the assignment 𝐹 is indeed a functor.

Exercise 1.2.26
For every topological space 𝑋 let 𝐶(𝑋) be the (commutative) ring of continu-
ous, real-valued functions on 𝑋 . For any two topological spaces 𝑋 and 𝑌 and
every continuous map 𝑓 from 𝑋 to 𝑌 , let 𝐶(𝑓 ) be the induced map

𝐶(𝑓 )∶ 𝐶(𝑌 ) ⟶ 𝐶(𝑋) , 𝜑 ⟼ 𝜑 ∘ 𝑓 .
This map is well-defined because the composite of two continuous maps is
again continuous.

Let us check that map 𝐶(𝑓 ) is a homomorphism of rings:

• If we denote by ⋆ either addition or multiplication, then we have for every
two elements 𝜑 and 𝜓 of 𝐶(𝑌 ) the equalities

𝐶(𝑓 )(𝜑 ⋆ 𝜓)(𝑥) = ((𝜑 ⋆ 𝜓) ∘ 𝑓 )(𝑥)
= (𝜑 ⋆ 𝜓)(𝑓 (𝑥))
= 𝜑(𝑓 (𝑥)) ⋆ 𝜓(𝜑(𝑥))
= (𝜑 ∘ 𝑓 )(𝑥) ⋆ (𝜓 ∘ 𝜑)(𝑥)
= 𝐶(𝑓 )(𝜑)(𝑥) ⋆ 𝐶(𝜑)(𝜓 )(𝑥)
= (𝐶(𝑓 )(𝜑) ⋆ 𝐶(𝜑)(𝜓 ))(𝑥)

for every point 𝑥 in 𝑋 , and thus the equality

𝐶(𝑓 )(𝜑 ⋆ 𝜓) = 𝐶(𝑓 )(𝜑) ⋆ 𝐶(𝑓 )(𝜓 ) .
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• Let us denote by 1𝑋 and 1𝑌 the functions with constant value 1 on 𝑋 and 𝑌
respectively. We have

𝐶(𝑓 )(1𝑌 ) = 1𝑌 ∘ 𝑓 = 1𝑋 ,

and thus 𝐶(𝑓 )(1) = 1.
These calculations show that the map 𝐶(𝑓 ) is indeed a homomorphism of
rings from 𝐶(𝑌 ) to 𝐶(𝑋).

Let us now check the functoriality of the construction 𝐶 .
• For every topological space 𝑋 we have

𝐶(1𝑋 )(𝜑) = 𝜑 ∘ 1𝑋 = 𝜑 = 1𝐶(𝑋)(𝜑)

for every 𝜑 ∈ 𝐶(𝑋), and therefore 𝐶(1𝑋 ) = 1𝐶(𝑋). (Here we denote by 1𝑋 the
identity map on the space 𝑋 .)

• For every two composable continuous maps

𝑓 ∶ 𝑋 ⟶ 𝑌 , 𝑔 ∶ 𝑌 ⟶ 𝑍 ,

we have the chain of equalities

𝐶(𝑔 ∘ 𝑓 )(𝜑) = 𝜑 ∘ 𝑔 ∘ 𝑓
= 𝐶(𝑓 )(𝜑 ∘ 𝑔)
= 𝐶(𝑓 )(𝐶(𝑔)(𝜑))
= (𝐶(𝑓 ) ∘ 𝐶(𝑔))(𝜑)

for every 𝜑 ∈ 𝐶(𝑍), and therefore 𝐶(𝑔 ∘ 𝑓 ) = 𝐶(𝑔) ∘ 𝐶(𝑓 ).
This shows that 𝐶 is indeed a contravariant functor from 𝐓𝐨𝐩 to 𝐑𝐢𝐧𝐠.

Exercise 1.2.27
Let 𝟐 be the category with two objects, named 𝑋 and 𝑌 , and one non-identity
morphism, named 𝑓 , which goes from 𝑋 to 𝑌 . This category looks as follows:

𝑋 𝑌𝑓
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Let 𝟐 + 𝟐 be the category that consists of two copies of 𝟐. More precisely, the
category 𝟐 + 𝟐 looks as follows:

𝑋1 𝑌1

𝑋2 𝑌2

𝑓1

𝑓2

Let 𝐹 be the functor from 𝟐 + 𝟐 to 𝟐 that maps the two copies of 𝟐 in 𝟐 + 𝟐
back onto 𝟐. More explicitly,

𝐹(𝑋1), 𝐹 (𝑋2) = 𝑋 , 𝐹(𝑌1), 𝐹 (𝑌2) = 𝑌 , 𝐹 (𝑓1), 𝐹 (𝑓2) = 𝑓 .
The functor 𝐹 may be depicted as follows:

𝑋1 𝑌1

𝑋2 𝑌2

𝑓1

𝑓2
⟿ 𝑋 𝑌𝑓

The functor 𝐹 is faithful because for every two objects 𝐴 and 𝐴′ of 𝟐 + 𝟐, the
set (𝟐+𝟐)(𝐴, 𝐴′) contains at most one element. But 𝑓1 and 𝑓2 are two distinct
morphisms in 𝟐 + 𝟐 that have the same image under 𝐹 .

Exercise 1.2.28
(a)

Example 1.2.3, (a). The forgetful functor 𝑈 from 𝐆𝐫𝐩 to 𝐒𝐞𝐭 is faithful. But
it is not full: Let 𝐺 be the trivial group, let 𝐻 be a non-trivial group and let ℎ
be a non-identity element of 𝐻 . The map 𝑈 (𝐺) → 𝑈 (𝐻) given by 1 ↦ ℎ is
not a homomorphism of groups, and is therefore not contained in the image
of 𝑈 .

Example 1.2.3, (b). The forgetful functor 𝑈 from 𝐑𝐢𝐧𝐠 to 𝐒𝐞𝐭 is faithful. But
it is not full: Let both 𝑅 and 𝑆 be the ring of integers, i.e., the ringℤ. The map

𝑓 ∶ ℤ ⟶ ℤ , 𝑛 ⟼ 2𝑛
is not a homomorphism of rings. It is therefore not contained in the image
of 𝑈 .
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Example 1.2.3, (c). The forgetful functor from 𝐑𝐢𝐧𝐠 to 𝐀𝐛 is faithful. But it
is not full: this can be seen from the same counterexample as for the previous
functor.

The forgetful functor 𝑈 from 𝐑𝐢𝐧𝐠 to 𝐌𝐨𝐧 is faithful. But it is not full:
Let both 𝑅 and 𝑆 be the ring of integers, i.e., the ring ℤ, and let 𝑓 be the
trivial homomorphism of monoids from 𝑈 (𝑅) to 𝑈 (𝑆). The map 𝑓 is not a
homomorphism of rings from 𝑅 to 𝑆, and therefore not contained in the image
of 𝑈 .

Example 1.2.3, (d). The inclusion functor from 𝐀𝐛 to 𝐆𝐫𝐩 is both faithful
and full since 𝐀𝐛 is a full subcategory of 𝐆𝐫𝐩.
Example 1.2.4, (a). The free functor 𝐹 from 𝐒𝐞𝐭 to𝐆𝐫𝐩 is faithful: Let 𝑆 and 𝑇
be two sets and let 𝑓 be a map from 𝑆 to 𝑇 . The induced homomorphism of
groups 𝐹(𝑓 ) from 𝐹(𝑆) to 𝐹(𝑇 ) satisfies the condition

𝐹(𝑓 )(𝑠) = 𝑓 (𝑠)
for every element 𝑠 of 𝑆. The original map 𝑓 is therefore uniquely determined
by its induced homomorphism of groups 𝐹(𝑓 ).

But the functor 𝐹 is not full: Let 𝑆 be a non-empty set and let 𝑇 be the
empty set. There exists no map from 𝑆 to 𝑇 , but there exist a homomorphism
of groups from 𝐹(𝑆) to 𝐹(𝑇 ) (namely the trivial homomorphism).

Example 1.2.4, (b). The free functor from 𝐒𝐞𝐭 to 𝐂𝐑𝐢𝐧𝐠 is faithful, but not
full. This can be seen as in the previous example.

Example 1.2.4, (c). The free functor from 𝐒𝐞𝐭 to𝐕𝐞𝐜𝐭𝕜 is faithful, but not full.
This can be seen as in the previous example.

Example 1.2.5, (a). The functor π1 from 𝐓𝐨𝐩∗ to 𝐆𝐫𝐩 is not faithful. To
see this, we consider the pointed topological space (ℝ, 0). The fundamental
group π1(ℝ, 0) is trivial, whence there exists precisely one homomorphism of
groups from π1(ℝ, 0) to π1(ℝ, 0). But there exist many more continuous maps
from (ℝ, 0) to (ℝ, 0).2

The functor π1 is also not full. The author doesn’t know a good example
for this, and refers to [MSE13c].

Example 1.2.5, (b). The author strongly suspects that these functors are nei-
ther faithful nor full, but isn’t good enough at topology to give examples that
confirm these suspicions.

2Namely, 2ℵ0 many.
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Example 1.2.7. The functor 𝐹 from 𝒢 to ℋ is faithful if and only if the cor-
responding homomorphism of groups 𝑓 from 𝐺 to 𝐻 is injective. Similarly,
the functor 𝐹 is full if and only if the corresponding homomorphism 𝑓 is sur-
jective.

Example 1.2.8. This functor is faithful if and only if the corresponding 𝐺-set,
respectively representation of 𝐺, is faithful.
Example 1.2.9. This functor is faithful, because there exists for any two ele-
ments 𝑎 and 𝑎′ of 𝐴 at most one morphism from 𝑎 to 𝑎′ in 𝒜 . It is full if and
only if it follows for any two elements 𝑎 and 𝑎′ of 𝒜 from 𝑓 (𝑎) ≤ 𝑓 (𝑎′) that
also 𝑎 ≤ 𝑎′.
Example 1.2.11. The given functor 𝐶 from 𝐓𝐨𝐩 to 𝐑𝐢𝐧𝐠 is not faithful. To
see this, let 𝑋 ≔ {𝑥} be the one-point topological space and let 𝑌 ≔ {𝑦1, 𝑦2}
be the two-point indiscrete topology space. Both 𝐶(𝑋) and 𝐶(𝑌 ) consist only
of constant functions, and the two continuous maps from 𝑋 to 𝑌 induce the
same homomorphism of rings from 𝐶(𝑌 ) to 𝐶(𝑋).

The functor 𝐶 is also not full. The author doesn’t have a (counter)example
for this, and refers to [MSE17].

Example 1.2.12. The functor (−)∗ from𝐕𝐞𝐜𝐭𝕜 to𝐕𝐞𝐜𝐭𝕜 is faithful. To see this,
let 𝑉 and 𝑊 be two 𝕜-vector spaces and let 𝑓1 and 𝑓2 be two distinct linear
maps from 𝑉 to 𝑊 . There exists by assumption a vector 𝑣 in 𝑉 for which
the two vectors 𝑤1 ≔ 𝑓1(𝑣) and 𝑤2 ≔ 𝑓2(𝑣) in 𝑊 are distinct. It follows that
there exists some linear functional 𝑤∗ in𝑊 ∗ with 𝑤∗(𝑤1) ≠ 𝑤∗(𝑤2). It further
follows that

𝑓 ∗1 (𝑤∗)(𝑣) = (𝑤∗ ∘ 𝑓1)(𝑣)
= 𝑤∗(𝑓1(𝑤))
= 𝑤∗(𝑤1)
≠ 𝑤∗(𝑤2)
= ⋯
= 𝑓 ∗2 (𝑤∗)(𝑣) .

This shows that 𝑓 ∗1 (𝑤∗) ≠ 𝑓 ∗2 (𝑤∗), and therefore 𝑓 ∗1 ≠ 𝑓 ∗2 .
However, the functor (−)∗ is not full. To see this, we observe that for any

two 𝕜-vector spaces 𝑉 and 𝑊 , the map

𝐷𝑉 ,𝑊 ∶ Hom𝕜(𝑉 ,𝑊 ) ⟶ Hom𝕜(𝑊 ∗, 𝑉 ∗) , 𝑓 ⟼ 𝑓 ∗
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is linear. For 𝑉 = 𝕜, the domain of 𝐷𝑉 ,𝑊 is given by

Hom𝕜(𝑉 ,𝑊 ) = Hom𝕜(𝕜,𝑊 ) ≅ 𝑊 ,
while its codomain is given by

Hom𝕜(𝑊 ∗, 𝑉 ∗) = Hom𝕜(𝑊 ∗, 𝕜∗) ≅ Hom𝕜(𝑊 ∗, 𝕜) = 𝑊 ∗∗ .
If we choose the vector space 𝑊 to be infinite-dimensional, then it follows
that the map 𝐷𝕜,𝑊 cannot be surjective, since 𝑊 ∗∗ is of strictly larger dimen-
sion than 𝑊 .

(b)

Let 𝟐 be the category given by two objects 0 and 1 and one non-identity mor-
phism 𝑖, going from 0 to 1. This category may be depicted as follows:

𝟐∶ 0 1𝑖

Let similarly 𝟐′ be the category given by two objects 0 and 1 and two parallel
non-identity morphisms from 0 to 1, denoted by 𝑖 and 𝑖′. This category may
be depicted as follows:

𝟐′∶ 0 1𝑖
𝑖′

The inclusion functor

𝐼 ∶ 𝟐 ⟶ 𝟐′ with 𝐹(0) = 0 , 𝐹 (1) = 1 , 𝐹 (𝑖) = 𝑖
is faithful but not full. The retraction functor

𝑅∶ 𝟐′ ⟶ 𝟐 with 𝐹(0) = 0 , 𝐹 (1) = 1 , 𝐹 (𝑖) = 𝑖 𝐹 (𝑖′) = 𝑖
is full but not faithful. The composite 𝑅 ∘ 𝐼 is the identity functor on 𝟐, which
is both full and faithful. The composite 𝐼 ∘ 𝑅 is neither full nor faithful.

Exercise 1.2.29
(a)

Let (𝑃, ≤) be an ordered set and let 𝒫 be the corresponding category. A sub-
category 𝒬 of𝒫 is the same as a subset 𝑄 of 𝑃 together with a partial order ⪯
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Chapter 1 Categories, functors and natural transformations

on 𝑄 such that 𝑥 ≤ 𝑦 whenever 𝑥 ⪯ 𝑦 . In other words, a subcategory 𝒬 of 𝒫
is the same as an ordered set 𝑄 that is subordinate to 𝑃 . Such a subcategory
is full if and only if it follows conversely for any two elements 𝑥 and 𝑦 of 𝑄
from 𝑥 ≤ 𝑦 that also 𝑥 ⪯ 𝑦 .

(b)

Let 𝐺 be a group and let 𝒢 be the corresponding one-object category. A
subcategory ℋ of 𝒢 is the same as a submonoid 𝐻 of 𝐺 or the empty set.
The only full subcategories of 𝒢 are 𝐺 itself and the empty set.

1.3 Natural transformations

Exercise 1.3.25
• We have the two functors

𝑇1, 𝑇2∶ 𝐕𝐞𝐜𝐭𝕜 × 𝐕𝐞𝐜𝐭𝕜 ⟶ 𝐕𝐞𝐜𝐭𝕜
given by

𝑇1(𝑉 ,𝑊 ) = 𝑉 ⊗ 𝑊 , 𝑇1(𝑓 , 𝑔) = 𝑓 ⊗ 𝑔 ,
𝑇2(𝑉 ,𝑊 ) = 𝑊 ⊗ 𝑉 , 𝑇2(𝑓 , 𝑔) = 𝑔 ⊗ 𝑓 .

We have for every two 𝕜-vector spaces 𝑉 and𝑊 the isomorphism of vector
spaces

𝜎(𝑉 ,𝑊 )∶ 𝑉 ⊗ 𝑊 ⟶ 𝑊 ⊗ 𝑉 , 𝑣 ⊗ 𝑤 ⟼ 𝑤 ⊗ 𝑣 .
This isomorphism is natural in (𝑉 ,𝑊 ), in the sense that these isomorphisms
assemble into a natural isomorphism 𝜎 from 𝑇1 to 𝑇2.

• We have a functor

𝐷∶ 𝐆𝐫𝐩 ⟶ 𝐆𝐫𝐩 , 𝐺 ⟼ 𝐺op , 𝑓 ⟼ 𝑓 .
We have for every group 𝐺 an isomorphism of groups given by

𝛼𝐺 ∶ 𝐺 ⟶ 𝐺op , 𝑔 ⟼ 𝑔op .
These isomorphisms are natural in 𝐺, in the sense that they assemble in a
natural isomorphism 𝛼 from 1𝐆𝐫𝐩 to 𝐷.
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• We have the two contravariant functors

𝐷1, 𝐷2∶ 𝐕𝐞𝐜𝐭𝕜 × 𝐕𝐞𝐜𝐭𝕜 ⟶ 𝐕𝐞𝐜𝐭𝕜
given by

𝑇1(𝑉 ,𝑊 ) = 𝑉 ∗ ⊗𝑊 ∗ , 𝑇1(𝑓 , 𝑔) = 𝑓 ∗ ⊗ 𝑔∗ ,
and

𝑇2(𝑉 ,𝑊 ) = (𝑉 ⊗ 𝑊)∗ , 𝑇2(𝑓 , 𝑔) = (𝑓 ⊗ 𝑔)∗ .
We have for every two 𝕜-vector spaces 𝑉 and 𝑊 a linear map

𝛽(𝑉 ,𝑊 )∶ 𝑉 ∗ ⊗𝑊 ∗ ⟶ (𝑉 ⊗𝑊)∗ ,
𝑣∗ ⊗ 𝑤∗ ⟼ [𝑣 ⊗ 𝑤 ⟼ 𝑣∗(𝑣) ⋅ 𝑤∗(𝑤)] .

This linear map is natural in (𝑉 ,𝑊 ), in the sense that these linear maps
induce a natural transformation 𝛽 from 𝑇1 to 𝑇2.

Exercise 1.3.26
Suppose first that 𝛼 is a natural isomorphism. This means that there exists a
natural transformation 𝛽 from 𝐺 to 𝐹 such that both 𝛽 ∘ 𝛼 = 1𝐹 and 𝛼 ∘ 𝛽 = 1𝐺 .
For every object 𝐴 of 𝒜 , we have therefore the equality

𝛽𝐴 ∘ 𝛼𝐴 = (𝛽 ∘ 𝛼)𝐴 = (1𝐹 )𝐴 = 1𝐹(𝐴)
and similarly the equality

𝛼𝐴 ∘ 𝛽𝐴 = (𝛼 ∘ 𝛽)𝐴 = (1𝐺)𝐴 = 1𝐺(𝐴) .
This shows that the morphism 𝛼𝐴 is an isomorphism whose inverse is given
by 𝛽𝐴.

Suppose now that for every object 𝐴 of 𝒜 the morphism 𝛼𝐴 is an isomor-
phism, and let 𝛽𝐴 be the inverse of 𝛼𝐴, i.e., 𝛽𝐴 ≔ 𝛼−1𝐴 . We have for every
morphism

𝑓 ∶ 𝐴 ⟶ 𝐴′

in 𝒜 the commutative square diagram

𝐹(𝐴) 𝐹(𝐴′)

𝐺(𝐴) 𝐺(𝐴′)

𝐹(𝑓 )

𝛼𝐴 𝛼𝐴′

𝐺(𝑓 )
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by the naturality of 𝛼 . The commutativity of this diagram is equivalent to the
equality

𝛼𝐴′ ∘ 𝐹 (𝑓 ) = 𝐺(𝑓 ) ∘ 𝛼𝐴 ,
which in turn is equivalent to the equality

𝐹(𝑓 ) ∘ 𝛼−1𝐴 = 𝛼−1𝐴′ ∘ 𝐺(𝑓 ) .
In other words,

𝐹(𝑓 ) ∘ 𝛽𝐴 = 𝛽𝐴′ ∘ 𝐺(𝑓 ) ,
which tells us that the following square diagram commutes:

𝐹(𝐴) 𝐹(𝐴′)

𝐺(𝐴) 𝐺(𝐴′)

𝐹(𝑓 )

𝐺(𝑓 )

𝛽𝐴 𝛽𝐴′

This shows that 𝛽 = (𝛽𝐴)𝐴∈Ob(𝒜) is a natural transformation from 𝐺 to 𝐹 .
We have for every object 𝐴 of 𝒜 the equalities

(𝛽 ∘ 𝛼)𝐴 = 𝛽𝐴 ∘ 𝛼𝐴 = 𝛼−1𝐴 ∘ 𝛼𝐴 = 1𝐹(𝐴) = (1𝐹 )𝐴 ,
which shows that 𝛽 ∘ 𝛼 = 1𝐹 . We find in the same way that also 𝛼 ∘ 𝛽 = 1𝐺 .
This shows that 𝛼 is a natural isomorphism whose inverse is given by 𝛽 .3

Exercise 1.3.27
Let 𝐹 be a functor from 𝒜 to ℬ. We can regard 𝐹 as a functor from 𝒜 op

to ℬop, which we shall denote by 𝐹 ′ instead of 𝐹 for clarity. This functor 𝐹 ′

is given by
𝐹 ′(𝐴op) = 𝐹(𝐴)op and 𝐹 ′(𝑓 op) = 𝐹(𝑓 )op

for every object 𝐴 of 𝒜 and every morphism 𝑓 in 𝒜 . This assignment 𝐹 ′ is
indeed a functor from 𝒜 op to ℬop:

• We have for every object 𝐴 of 𝒜 the equalities

𝐹 ′(1𝐴op) = 𝐹 ′(1op𝐴 ) = 𝐹(1𝐴)op = 1op𝐹(𝐴) = 1𝐹(𝐴)op .
3In other words, (𝛼−1)𝐴 = (𝛼𝐴)−1 for every object 𝐴 of 𝒜 . This allows us to just write 𝛼−1𝐴

for this morphism.

24



1.3 Natural transformations

• We have for every two composable morphisms

𝑓 ∶ 𝐴 ⟶ 𝐴′ , 𝑔 ∶ 𝐴′ ⟶ 𝐴″

in 𝒜 the equalities
𝐹 ′(𝑓 op𝑔op) = 𝐹 ′((𝑔𝑓 )op)

= 𝐹(𝑔𝑓 )op
= (𝐹(𝑔)𝐹(𝑓 ))op
= 𝐹(𝑓 )op𝐹(𝑔)op
= 𝐹 ′(𝑓 op)𝐹 ′(𝑔op) .

This shows that 𝐹 ′ is indeed a functor from 𝒜 op to ℬop. We have therefore
the map

(−)′∶ Ob([𝒜 ,ℬ]) ⟶ Ob([𝒜 op,ℬop]) . (1.1)

Let 𝐹 and 𝐺 be two functors from 𝒜 to ℬ and let 𝛼 be a natural transfor-
mation from 𝐹 to 𝐺. We have for every morphism

𝑓 ∶ 𝐴 ⟶ 𝐴′

in 𝒜 the following commutative square diagram in ℬ:

𝐹(𝐴) 𝐹(𝐴′)

𝐺(𝐴) 𝐺(𝐴′)

𝐹(𝑓 )

𝛼𝐴 𝛼𝐴′

𝐺(𝑓 )

It follows that we have the following commutative diagram in ℬop:

𝐹(𝐴)op 𝐹(𝐴′)op

𝐺(𝐴)op 𝐺(𝐴′)op

𝐹(𝑓 )op

𝛼op𝐴 𝛼op𝐴′

𝐺(𝑓 )op

This diagram can also be written as follows:

𝐹 ′(𝐴op) 𝐹 ′(𝐴′op)

𝐺′(𝐴op) 𝐺′(𝐴′op)

𝐹 ′(𝑓 op)

𝛼op𝐴 𝛼op𝐴′

𝐺′(𝑓 op)
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The commutativity of the above diagram shows we have a natural transfor-
mation 𝛼 ′ from 𝐺′ to 𝐹 ′ with components (𝛼 ′)𝐴op ≔ 𝛼op

𝐴 for every object 𝐴
of 𝒜 .

The natural transformation 𝛼 ′ depends contravariantly functorial on 𝛼 :
• Let 𝐹 be a functor from 𝒜 from ℬ. We have the chain of equalities

(1′𝐹 )𝐴op = 1𝐹 (𝐴)op = 1op𝐹(𝐴) = 1𝐹(𝐴)op = 1𝐹 ′(𝐴op) = 1𝐹 ′(𝐴op)
for every object 𝐴 of 𝒜 . This shows that 1′𝐹 = 1𝐹 ′ .

• Let 𝐹 , 𝐺 and 𝐻 be functors from 𝒜 to ℬ, and let

𝛼 ∶ 𝐹 ⟹ 𝐺 , 𝛽 ∶ 𝐺 ⟹ 𝐻
be natural transformations. We have the induces natural transformation

𝛼 ′∶ 𝐺′ ⟹ 𝐹 ′ , 𝛽′∶ 𝐻 ′ ⟹ 𝐺′ , (𝛽𝛼)′∶ 𝐻 ′ ⟹ 𝐹 ′ .
We have for every object 𝐴 of 𝒜 the chain of equalities

(𝛼 ′𝛽′)𝐴op = (𝛼 ′)𝐴op(𝛽′)𝐴op = 𝛼op
𝐴 𝛽op

𝐴 = (𝛽𝐴𝛼𝐴)op = (𝛽𝛼)op𝐴 = ((𝛽𝛼)′)𝐴op ,
and therefore altogether the equality

𝛼 ′𝛽′ = (𝛽𝛼)′ .
We have altogether shown that the mapping (1.1) extends to a contravari-

ant functor
𝐷𝒜,ℬ ∶ [𝒜 ,ℬ] ⟶ [𝒜 op,ℬop] ,

We claim that the two contravariant functors 𝐷𝒜,ℬ and 𝐷𝒜 op,ℬop are mutu-
ally inverse. This then shows that 𝐷𝒜,ℬ is an isomorphism of categories
from [𝒜 ,ℬ]op to [𝒜 op,ℬop].

Indeed, we have

𝐷𝒜 op,ℬop(𝐷𝒜,ℬ(𝐹 )) = 𝐷𝒜 op,ℬop(𝐹 ′) = 𝐹″ = 𝐹
for every object 𝐹 of [𝒜 ,ℬ], and similarly

𝐷𝒜 op,ℬop(𝐷𝒜,ℬ(𝛼)) = 𝐷𝒜 op,ℬop(𝛼 ′) = 𝛼″ = 𝛼
for every morphism 𝛼 in [𝒜 ,ℬ]. These equalities show that the compos-
ite 𝐷𝒜 op,ℬop ∘ 𝐷𝒜,ℬ is the identity functor of [𝒜 ,ℬ]. It follows that also

𝐷𝒜,ℬ ∘ 𝐷𝒜 op,ℬop = 𝐷𝒜 opop,ℬopop ∘ 𝐷𝒜 op,ℬop = 1[𝒜 op,ℬop] .
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Exercise 1.3.28
(a)

For any two sets 𝐴 and 𝐵, we can consider the evaluation map

𝛼𝐴,𝐵 ∶ 𝐴 × 𝐵𝐴 ⟶ 𝐵 , (𝑎, 𝑓 ) ⟼ 𝑓 (𝑎) .

(b)

For any two sets 𝐴 and 𝐵, we consider the map

𝛽𝐴,𝐵 ∶ 𝐴 ⟶ 𝐵(𝐵𝐴) , 𝑎 ⟼ [𝑓 ⟼ 𝑓 (𝑎)] .

Exercise 1.3.29
Suppose first that 𝛼 is a natural transformation from 𝐹 to 𝐺.

• Let 𝐵 be any object of ℬ. We have for every morphism

𝑓 ∶ 𝐴 ⟶ 𝐴′

in 𝒜 the following commutative square diagram:

𝐹(𝐴, 𝐵) 𝐹(𝐴′, 𝐵)

𝐺(𝐴, 𝐵) 𝐺(𝐴′, 𝐵)

𝐹(𝑓 ,1𝐵)

𝛼𝐴,𝐵 𝛼𝐴′,𝐵

𝐺(𝑓 ,1𝐵)

This diagram can equivalently be written as follows:

𝐹𝐵(𝐴) 𝐹𝐵(𝐴′)

𝐺𝐵(𝐴) 𝐺𝐵(𝐴′)

𝐹𝐵(𝑓 )

𝛼𝐴,𝐵 𝛼𝐴′,𝐵

𝐺𝐵(𝑓 )

The commutativity of this diagram tells us that the family (𝛼𝐴,𝐵)𝐴∈Ob(𝒜) is a
natural transformation from 𝐹𝐵 to 𝐺𝐵.
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• Let 𝐴 be an object of 𝒜 . We have for every morphism

𝑔 ∶ 𝐵 ⟶ 𝐵′

in ℬ the following commutative square diagram:

𝐹(𝐴, 𝐵) 𝐹(𝐴, 𝐵′)

𝐺(𝐴, 𝐵) 𝐺(𝐴, 𝐵′)

𝐹(1𝐴,𝑔)

𝛼𝐴,𝐵 𝛼𝐴,𝐵′

𝐺(1𝐴,𝑔)

This diagram can equivalently be written as follows:

𝐹𝐴(𝐵) 𝐹𝐴(𝐵′)

𝐺𝐴(𝐵) 𝐺𝐴(𝐵′)

𝐹𝐴(𝑔)

𝛼𝐴,𝐵 𝛼𝐴,𝐵′

𝐺𝐴(𝑔)

The commutativity of this diagram shows that the family (𝛼𝐴,𝐵)𝐵∈Ob(ℬ) is a
natural transformation from 𝐹𝐴 to 𝐺𝐴.

Suppose now conversely that the following two assertions hold: for every
object 𝐴 of 𝒜 , the family (𝛼𝐴,𝐵)𝐵∈Ob(ℬ) is a natural transformation from 𝐹𝐴

to 𝐺𝐴, and for every object 𝐵 of ℬ, the family (𝛼𝐴,𝐵)𝐴∈Ob(𝒜) is a natural trans-
formation from 𝐹𝐵 to 𝐺𝐵. We need to show that the family (𝛼𝐴,𝐵)(𝐴,𝐵)∈Ob(𝒜×ℬ)
is a natural transformation from 𝐹 to 𝐺. Let

(𝑓 , 𝑔)∶ (𝐴, 𝐵) ⟶ (𝐴′, 𝐵′)
be a morphism in𝒜 ×ℬ. We have by assumption the following two commu-
tative square diagrams:

𝐹𝐵(𝐴) 𝐹𝐵(𝐴′)

𝐺𝐵(𝐴) 𝐺𝐵(𝐴′)

𝐹𝐵(𝑓 )

𝛼𝐴,𝐵 𝛼𝐴′,𝐵

𝐺𝐵(𝑓 )

𝐹𝐴′(𝐵) 𝐹𝐴′(𝐵′)

𝐺𝐴′(𝐵) 𝐺𝐴′(𝐵′)

𝐹𝐴′ (𝑔)

𝛼𝐴′,𝐵 𝛼𝐴′,𝐵′

𝐺𝐴′ (𝑔)
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We can equivalently write these diagrams as follows:

𝐹(𝐴, 𝐵) 𝐹(𝐴′, 𝐵)

𝐺(𝐴, 𝐵) 𝐺(𝐴′, 𝐵)

𝐹(𝑓 ,1𝐵)

𝛼𝐴,𝐵 𝛼𝐴′,𝐵

𝐺(𝑓 ,1𝐵)

𝐹(𝐴′, 𝐵) 𝐹(𝐴′, 𝐵′)

𝐺(𝐴′, 𝐵) 𝐺(𝐴′, 𝐵′)

𝐹(1𝐴′ ,𝑔)

𝛼𝐴′,𝐵 𝛼𝐴′,𝐵′

𝐺(1𝐴′ ,𝑔)

This rewriting allows us combine both diagrams into the following commu-
tative diagram:

𝐹(𝐴, 𝐵) 𝐹(𝐴′, 𝐵) 𝐹(𝐴′, 𝐵′)

𝐺(𝐴, 𝐵) 𝐺(𝐴′, 𝐵) 𝐺(𝐴′, 𝐵′)

𝐹(𝑓 ,1𝐵)

𝛼𝐴,𝐵

𝐹(1𝐴′ ,𝑔)

𝛼𝐴′,𝐵 𝛼𝐴′,𝐵′

𝐺(𝑓 ,1𝐵) 𝐺(1𝐴′ ,𝑔)

By leaving out the middle column this combined diagram, we arrive at the
following commutative diagram:

𝐹(𝐴, 𝐵) 𝐹(𝐴′, 𝐵′)

𝐺(𝐴, 𝐵) 𝐺(𝐴′, 𝐵′)

𝐹(1𝐴′ ,𝑔)∘𝐹 (𝑓 ,1𝐵)

𝛼𝐴,𝐵 𝛼𝐴′,𝐵′

𝐺(1𝐴′ ,𝑔)∘𝐺(𝑓 ,1𝐵)

Thanks to the equalities

𝐹(1𝐴′ , 𝑔) ∘ 𝐹 (𝑓 , 1𝐵) = 𝐹((1𝐴′ , 𝑔) ∘ (𝑓 , 1𝐵)) = 𝐹(𝑓 , 𝑔)
and

𝐺(1𝐴′ , 𝑔) ∘ 𝐺(𝑓 , 1𝐵) = 𝐺((1𝐴′ , 𝑔) ∘ (𝑓 , 1𝐵)) = 𝐺(𝑓 , 𝑔) ,
we can further rewrite this commutative diagram as follows:

𝐹(𝐴, 𝐵) 𝐹(𝐴′, 𝐵′)

𝐺(𝐴, 𝐵) 𝐺(𝐴′, 𝐵′)

𝐹(𝑓 ,𝑔)

𝛼𝐴,𝐵 𝛼𝐴′,𝐵′

𝐺(𝑓 ,𝑔)

The commutativity of this final diagram shows that 𝛼 is a natural transforma-
tion from 𝐹 to 𝐺.
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Exercise 1.3.30
The author suspects that the result will be conjugation. Let us check in the
following that the author is correct.

Let 𝒢 be the one-object category corresponding to 𝐺. Let 𝑔 and ℎ be two
elements of the group 𝐺 and let 𝜑 and 𝜓 be the corresponding homomorphism
of groups from ℤ to 𝐺, given by

𝜑(𝑛) ≔ 𝑔𝑛 and 𝜓(𝑛) ≔ ℎ𝑛

for every integer 𝑛. The corresponding functors Φ and Ψ are isomorphic if
and only if there exists a natural transformation fromΦ toΨ: everymorphism
in𝒢 is already an isomorphism, and every natural transformation fromΦ toΨ
is therefore already a natural isomorphism by Lemma 1.3.11.

There exists a natural transformation from Φ to Ψ if and only if there ex-
ists a morphism 𝑘 in 𝒢 , i.e., an element of 𝐺, such that the following square
diagram commutes for every integer 𝑛:

Φ(∗) Φ(∗)

Ψ(∗) Ψ(∗)

Φ(𝑛)

𝑘 𝑘

Ψ(𝑛)

We hence need 𝑘 ∘ Φ(𝑛) = Ψ(𝑛) ∘ 𝑘, or equivalently 𝑘 ∘ 𝜑(𝑛) = 𝜓(𝑛) ∘ 𝑘, or
equivalently

𝑘𝑔𝑛 = ℎ𝑛𝑘
for every integer 𝑛. For 𝑛 = 1 this gives us the necessary condition 𝑘𝑔𝑘−1 = ℎ.
This condition is also sufficient because the cases 𝑛 ≠ 1 follow from it.

We hence find that natural transformations from Φ to Ψ correspond bijec-
tively to elements 𝑘 of 𝐺 for which 𝑘𝑔𝑘−1 = ℎ. It follows that the two group
elements 𝑔 and ℎ define isomorphic functors if and only if they are conju-
gated.

Exercise 1.3.31
(a)

Let 𝑋 and 𝑌 be two finite sets and let 𝑓 be a bijection from 𝑋 to 𝑌 (i.e., a mor-
phism in the given category ℬ). We let Sym(𝑓 ) be the resulting conjugation
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isomorphism of groups from Sym(𝑋) to Sym(𝑌 ), i.e., the map

Sym(𝑓 )∶ Sym(𝑋) ⟶ Sym(𝑌 ) , 𝑠 ⟼ 𝑓 ∘ 𝑠 ∘ 𝑓 −1 .

This construction defines a functor Sym from ℬ to 𝐒𝐞𝐭:
• For every set 𝑋 we have

Sym(1𝑋 )(𝑠) = 1𝑋 ∘ 𝑠 ∘ 1−1𝑋 = 1𝑋 ∘ 𝑠 ∘ 1𝑋 = 𝑠 = 1Sym(𝑋)(𝑠)

for every 𝑠 ∈ Sym(𝑋), and therefore Sym(1𝑋 ) = 1Sym(𝑋).

• We have for any two composable morphisms

𝑓 ∶ 𝑋 ⟶ 𝑌, 𝑔 ∶ 𝑌 ⟶ 𝑍

in ℬ, the equalities

Sym(𝑔)(Sym(𝑓 )(𝑠)) = 𝑔 ∘ 𝑓 ∘ 𝑠 ∘ 𝑓 −1 ∘ 𝑔−1

= (𝑔 ∘ 𝑓 ) ∘ 𝑠 ∘ (𝑔 ∘ 𝑓 )−1
= Sym(𝑔 ∘ 𝑓 )(𝑠)

for every 𝑠 ∈ Sym(𝑋), and therefore the equality

Sym(𝑔 ∘ 𝑓 ) = Sym(𝑔) ∘ Sym(𝑓 ) .

We have shown that Sym is indeed a functor from ℬ to 𝐒𝐞𝐭.4
Let 𝑋 and 𝑌 be two finite sets and let 𝑓 be a bijection from 𝑋 to 𝑌 . Given

a total order ≤ on 𝑋 we get a total order ≤𝑓 on 𝑌 given by

𝑓 (𝑥1) ≤𝑓 𝑓 (𝑥2) ⟺ 𝑥1 ≤ 𝑥2
for all 𝑥1, 𝑥2 ∈ 𝑋 . We define Ord(𝑓 ) as the map

Ord(𝑓 )∶ Ord(𝑋) ⟶ Ord(𝑌 ) , ≤ ⟼ ≤𝑓 .

This defined a functor Ord from ℬ to 𝐒𝐞𝐭:
4The functor Sym lifts along the forgetful functor from 𝐆𝐫𝐩 to 𝐒𝐞𝐭 to a functor from ℬ

to 𝐆𝐫𝐩.
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• Let 𝑋 be a set. For every total order ≤ on 𝑋 , i.e., element of Ord(𝑋), we
have

𝑥1 ≤1𝑋 𝑥2 ⟺ 1𝑋 (𝑥1) ≤1𝑋 1𝑋 (𝑥2) ⟺ 𝑥1 ≤ 𝑥2
for all 𝑥1, 𝑥2 ∈ 𝑋 , which means that the total order ≤1𝑋 = Ord(1𝑋 )(≤) coin-
cides with the original order ≤. This shows that Ord(1𝑋 ) = 1Ord(𝑋).

• Let
𝑓 ∶ 𝑋 ⟶ 𝑌 , 𝑔 ∶ 𝑌 ⟶ 𝑍

be two composable morphisms in ℬ. Given a total order ≤ on 𝑋 , we have
the chain of equivalences

(𝑔 ∘ 𝑓 )(𝑥1) (≤𝑓 )𝑔 (𝑔 ∘ 𝑓 )(𝑥2)
⟺ 𝑔(𝑓 (𝑥1)) (≤𝑓 )𝑔 𝑔(𝑓 (𝑥2))
⟺ 𝑓 (𝑥1) ≤𝑓 𝑓 (𝑥2)
⟺ 𝑥1 ≤ 𝑥2
⟺ (𝑔 ∘ 𝑓 )(𝑥1) ≤𝑔∘𝑓 (𝑔 ∘ 𝑓 )(𝑥2)

for all 𝑥1, 𝑥2 ∈ 𝑋 , which shows that Ord(𝑔)(Ord(𝑓 )(≤)) = Ord(𝑔 ∘ 𝑓 )(≤).
We have thus shown that

Ord(𝑔 ∘ 𝑓 ) = Ord(𝑔) ∘ Ord(𝑓 ) .
This shows that Ord is indeed a functor from ℬ to 𝐒𝐞𝐭.

(b)

We have for every finite set 𝑋 a distinguished element of Sym(𝑋), namely
the identity function 1𝑋 . For every morphism

𝑓 ∶ 𝑋 ⟶ 𝑌
in ℬ, we have

Sym(𝑓 )(1𝑋 ) = 𝑓 ∘ 1𝑋 ∘ 𝑓 −1 = 𝑓 ∘ 𝑓 −1 = 1𝑌 .
This shows that the map Sym(𝑓 ) carries the distinguished element of Sym(𝑋)
to the distinguished element of Sym(𝑌 ). In the following, we denote the dis-
tinguished element 1𝑋 of Sym(𝑋) by 𝑠𝑋 .
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Suppose that there exists a natural transformation 𝛼 from Sym to Ord. For
every finite set 𝑋 we can then consider the element 𝑡𝑋 ≔ 𝛼𝑋 (𝑠𝑋 ) of Ord(𝑋).
We have for every morphism

𝑓 ∶ 𝑋 ⟶ 𝑌

in ℬ from the following commutative diagram:

Sym(𝑋) Sym(𝑌 )

Ord(𝑋) Ord(𝑌 )

Sym(𝑓 )

𝛼𝑋 𝛼𝑌

Ord(𝑓 )

It follows from the commutativity of this diagram that

Ord(𝑓 )(𝑡𝑋 ) = Ord(𝑓 )(𝛼𝑋 (𝑠𝑋 )) = 𝛼𝑌 (Sym(𝑓 )(𝑠𝑋 )) = 𝛼𝑌 (𝑠𝑌 ) = 𝑡𝑌 .

This calculation tells us that the map Ord(𝑓 ) carries the distinguished ele-
ment 𝑡𝑋 of Ord(𝑋) to the distinguished element 𝑡𝑌 of Ord(𝑌 ).

However, such a choice of distinguished elements (𝑡𝑋 )𝑋∈Ob(ℬ) cannot ex-
ist: If 𝑋 is a finite set with at least two elements, then there exists a bijec-
tion 𝑓 of 𝑋 to itself that swaps these two elements. It then follows for every
element ≤ of Ord(𝑋) that Ord(𝑓 )(≤) is distinct from ≤. Therefore, Ord(𝑓 )
cannot carry 𝑡𝑋 to 𝑡𝑋 .

(c)

For a finite set 𝑋 of cardinality 𝑛, both Ord(𝑋) and Sym(𝑋) have 𝑛! elements.

Conclusion

For every finite set 𝑋 , the two sets Sym(𝑋) and Ord(𝑋) have the same car-
dinality, and are therefore isomorphic as objects of 𝐒𝐞𝐭. This means that the
two functors Sym andOrd are pointwise isomorphic. However, we have seen
above that there exists no natural transformation from Sym toOrd, and there-
fore in particular no natural isomorphism from Sym to Ord.
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Exercise 1.3.32
(a)

There exists by assumption a functor 𝐺 from ℬ to 𝒜 such that

𝐺 ∘ 𝐹 ≅ 1𝒜 , 𝐹 ∘ 𝐺 ≅ 1ℬ .
The isomorphism 𝐹 ∘ 𝐺 ≅ 1ℬ entails that

𝐹(𝐺(𝐵)) ≅ 𝐵
for every object 𝐵 ofℬ. This shows that the functor 𝐹 is essentially surjective.

To show that 𝐹 is full and faithful let 𝐴 and 𝐴′ be two objects of 𝒜 . Let

𝛼 ∶ 𝐺 ∘ 𝐹 ⟹ 1𝒜
be a natural isomorphism. The square diagram

𝐺𝐹(𝐴) 𝐺𝐹(𝐴′)

𝐴 𝐴′

𝐺𝐹(𝑓 )

𝛼𝐴 𝛼𝐴′

𝑓

commutes for every morphism 𝑓 from 𝐴 to 𝐴′ in 𝒜 . We thus have

𝛼𝐴′ ∘ 𝐺𝐹(𝑓 ) ∘ 𝛼−1𝐴 = 𝑓
for every such morphism 𝑓 . In other words, the composite

𝒜(𝐴,𝐴′) ℬ(𝐹(𝐴), 𝐹 (𝐴′)) 𝒜(𝐺𝐹(𝐴), 𝐺𝐹(𝐴′))

𝒜(𝐴, 𝐴′)

𝐹 𝐺

𝛼𝐴′ ∘(−)∘𝛼−1𝐴 (1.2)

is the identity map. The first step of this composite, i.e., the map

𝒜(𝐴,𝐴′) 𝐹−−−→ ℬ(𝐹(𝐴), 𝐹 (𝐴′)) ,
therefore is injective. This shows that the functor 𝐹 is faithful.
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Let us now show that the functor 𝐺 is full. We have seen that the compos-
ite (1.2) is the identity map for any two objects 𝐴 and 𝐴′ of 𝒜 . The last step
of this composite, i.e., the conjugation map 𝛼𝐴′ ∘ (−) ∘ 𝛼−1𝐴 , is bijective, whence
we find that the map

ℬ(𝐹(𝐴), 𝐹 (𝐴′)) 𝐺−−−→ 𝒜(𝐺𝐹(𝐴), 𝐺𝐹(𝐴′))
is surjective. This tells us that the functor 𝐺 is full when restricted to the
image on 𝐹 . But we need to show that the map

ℬ(𝐵, 𝐵′) 𝐺−−−→ 𝒜(𝐺(𝐵), 𝐺(𝐵′))
is surjective for any two objects 𝐵 and 𝐵′ ofℬ, and not just for those objects
that lie in the image of 𝐹 .

Thankfully, we already know that the functor 𝐹 is essentially surjective. So
every object of ℬ lies in the image of 𝐹 up to isomorphism. For the given
two objects 𝐵 and 𝐵′ of ℬ there hence exist two objects 𝐴 and 𝐴′ of 𝒜 for
which there exists isomorphisms

𝑔 ∶ 𝐹(𝐴) ⟶ 𝐵 , 𝑔′∶ 𝐹(𝐴′) ⟶ 𝐵′ .
The square diagram

ℬ(𝐹(𝐴), 𝐹 (𝐴′)) ℬ(𝐵, 𝐵′)

ℬ(𝐺𝐹(𝐴), 𝐺𝐹(𝐴′)) ℬ(𝐺(𝐵), 𝐺(𝐵′))

𝑔′∘(−)∘𝑔−1

𝐺 𝐺

𝐺(𝑔′)∘(−)∘𝐺(𝑔)−1

commutes by the functoriality of 𝐺. The two horizontal maps in this diagram
are bijections because both 𝑔 and 𝑔′ are isomorphisms. We have seen above
that the vertical map on the left-hand side is surjective. It follows that the ver-
tical map on the right-hand side is again surjective, which shows the desired
fullness.

We have thus shown that the functor 𝐺 is full. By swapping the roles of 𝐹
and 𝐺, we find that 𝐹 is full.

We have altogether shown that equivalences are faithful, full, and essen-
tially surjective.
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(b)

Let 𝐹 be a functor from𝒜 toℬ that is faithful, full, and essentially surjective.
There exists for every object 𝐵 of ℬ an object 𝐺(𝐵) of 𝒜 for which there
exists an isomorphism

𝜀𝐵 ∶ 𝐹𝐺(𝐵) ⟶ 𝐵 .
For every morphism 𝑔 ∶ 𝐵 → 𝐵′ in ℬ, the conjugate

𝜀−1𝐵′ ∘ 𝑔 ∘ 𝜀𝐵
is a morphism from 𝐹𝐺(𝐵) to 𝐹𝐺(𝐵′)). It follows that there exists a unique
morphism 𝐺(𝑔) from 𝐺(𝐵) to 𝐺(𝐵′) such that

𝐹𝐺(𝑔) = 𝜀−1𝐵′ ∘ 𝑔 ∘ 𝜀𝐵
because the functor 𝐹 is both full (showing the existence of 𝐺(𝑔)) and faithful
(showing the uniqueness of 𝐺(𝑔)).

The assignment 𝐺 is a functor from ℬ to 𝒜 :

• For every object 𝐵 of ℬ, we have the equalities

𝜀−1𝐵 ∘ 1𝐵 ∘ 𝜀𝐵 = 𝜀−1𝐵 ∘ 𝜀𝐵 = 1𝐹𝐺(𝐵) = 𝐹(1𝐺(𝐵)) .
This shows that the morphism 1𝐺(𝐵) satisfies the defining property of the
morphism 𝐺(1𝐵), so that

𝐺(1𝐵) = 1𝐺(𝐵) .
• For any two composable morphisms

𝑔 ∶ 𝐵 ⟶ 𝐵′ , 𝑔′∶ 𝐵′ ⟶ 𝐵″

in ℬ, we have the equalities

𝜀−1𝐵″ ∘ 𝑔′ ∘ 𝑔 ∘ 𝜀𝐵 = 𝜀−1𝐵″ ∘ 𝑔′ ∘ 𝜀𝐵′ ∘ 𝜀−1𝐵′ ∘ 𝑔 ∘ 𝜀𝐵
= 𝐹(𝐺(𝑔′)) ∘ 𝐹 (𝐺(𝑔))
= 𝐹(𝐺(𝑔′) ∘ 𝐺(𝑔)) .

This shows that the composite 𝐺(𝑔′) ∘ 𝐺(𝑔) satisfies the defining property
of the morphism 𝐺(𝑔′ ∘ 𝑔), so that

𝐺(𝑔′ ∘ 𝑔) = 𝐺(𝑔′) ∘ 𝐺(𝑔) .
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This shows that the assignment 𝐺 is indeed a functor.
The family 𝜀 = (𝜀𝐵)𝐵∈Ob(ℬ) is (by construction) a natural isomorphism from

the functor 𝐹𝐺 to the functor 1ℬ . In the following, we will construct a natural
isomorphism 𝛼 from 𝐺𝐹 to 1𝒜 .

We have for every object 𝐴 of 𝒜 the morphism

𝜀𝐹(𝐴)∶ 𝐹𝐺𝐹(𝐴) ⟶ 𝐹(𝐴)

in ℬ. It follows that there exists a unique morphism

𝛼𝐴∶ 𝐺𝐹(𝐴) ⟶ 𝐴

in 𝒜 such that 𝜀𝐹(𝐴) = 𝐹(𝛼𝐴), because the functor 𝐹 is both full (showing
the existence of 𝛼𝐴) and faithful (showing the uniqueness of 𝛼𝐴). The mor-
phism 𝛼𝐴 is an isomorphism because the functor 𝐹 is full and faithful and
therefore reflects isomorphisms by the following lemma.

Lemma 1.B. Let 𝒜 and ℬ be two categories and let 𝐹 be a functor from 𝒜
to ℬ that is both full and faithful. Let 𝑓 be a morphism in 𝒜 such that 𝐹(𝑓 )
is an isomorphism. Then 𝑓 is an isomorphism.

Proof. Let 𝐴 be the domain of the morphism 𝑓 , and let 𝐴′ be its codomain.
We have in ℬ the morphism 𝐹(𝑓 )−1 from 𝐹(𝐴′) to 𝐹(𝐴). There exists a mor-
phism 𝑓 ′ from 𝐴′ to 𝐴 with

𝐹(𝑓 ′) = 𝐹(𝑓 )−1

because the functor 𝐹 is full. We find for the morphism 𝑓 ′ ∘ 𝑓 from 𝐴 to 𝐴
that

𝐹(𝑓 ′ ∘ 𝑓 ) = 𝐹(𝑓 ′) ∘ 𝐹 (𝑓 ) = 𝐹(𝑓 )−1 ∘ 𝐹 (𝑓 ) = 1𝐹(𝐴) = 𝐹(1𝐴) .
It follows that 𝑓 ′ ∘ 𝑓 = 1𝐴 because the functor 𝐹 is faithful. We find in the
same way that also 𝑓 ∘ 𝑓 ′ = 1𝐴′ . We have thus shown that the morphism 𝑓 is
an isomorphism with inverse given by 𝑓 ′. ∎

The resulting family 𝛼 = (𝛼𝐴)𝐴∈Ob(𝒜) is a natural isomorphism from 𝐺𝐹
to 𝐴. We still need to prove the naturality of 𝛼 . To this end we need to check
that for every morphism

𝑓 ∶ 𝐴 ⟶ 𝐴′
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in 𝒜 , the following square diagram commutes:

𝐺𝐹(𝐴) 𝐺𝐹(𝐴′)

𝐴 𝐴′

𝐺𝐹(𝑓 )

𝛼𝐴 𝛼𝐴′

𝑓

It suffices to show that this diagram commutes after we apply the functor 𝐹
to it, because 𝐹 is faithful. We hence need to show that the following square
diagram commutes:

𝐹𝐺𝐹(𝐴) 𝐹𝐺𝐹(𝐴′)

𝐹 (𝐴) 𝐹(𝐴′)

𝐹𝐺𝐹(𝑓 )

𝜀𝐹(𝐴) 𝜀𝐹(𝐴′)

𝐹(𝑓 )

This desired commutativity follows from the naturality of 𝜀.
The existence of the natural isomorphisms

𝜀 ∶ 𝐹𝐺 ⟹ 1ℬ , 𝛼 ∶ 𝐺𝐹 ⟹ 1𝒜
shows that the two functors 𝐹 and 𝐺 form an equivalence between the cate-
gories 𝒜 and ℬ. This entails that 𝐹 is an equivalence of categories.

Exercise 1.3.33
The composition of morphisms in 𝐌𝐚𝐭 is given by matrix multiplication.

We consider an auxiliary categoryℬ of “vector spaces togetherwith bases”.
This category is defined as follows: The objects of ℬ are pairs (𝑉 , 𝐵) consist-
ing of a finite-dimensional𝕜-vector space 𝑉 and a basis 𝐵 of 𝑉 . For any two ob-
jects (𝑉 , 𝐵) and (𝑊 , 𝐶) ofℬ, the respective set of morphismℬ((𝑉 , 𝐵), (𝑊 , 𝐶))
is simply the set of linear maps from 𝑉 to𝑊 . The composition of morphisms
in ℬ is the usual composition of linear maps.

We have a forgetful functor 𝑈 from ℬ to 𝐅𝐃𝐕𝐞𝐜𝐭 given by

𝑈 ((𝑉 , 𝐵)) ≔ 𝑉 and 𝑈 (𝑓 ) ≔ 𝑓
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1.3 Natural transformations

on objects and morphisms respectively. The functor 𝑈 is full, faithful and
surjective, and hence an equivalence of categories.

We also have a functor 𝐹 fromℬ to𝐌𝐚𝐭 as follows: For every object (𝑉 , 𝐵)
of ℬ, the action of 𝐹 on (𝑉 , 𝐵) is given by

𝐹((𝑉 , 𝐵)) ≔ dim(𝑉 ) .
For every morphism

𝑓 ∶ (𝑉 , 𝐵) ⟶ (𝑊 , 𝐶)
in ℬ, we choose 𝐹(𝑓 ) as the matrix that represents the linear map 𝑓 with
respect to the bases 𝐵 and 𝐶 of 𝑉 and 𝑊 . The functor 𝐹 is full, faithful and
surjective, and is therefore an equivalence of categories.

The category ℬ is both equivalent to 𝐅𝐃𝐕𝐞𝐜𝐭 and to 𝐌𝐚𝐭. It follows (from
the upcoming Exercise 1.3.34) that 𝐅𝐃𝐕𝐞𝐜𝐭 and 𝐌𝐚𝐭 are also equivalent.

An essential inverse 𝐹 ′ of the functor 𝐹 can explicitly be constructed on ob-
jects by 𝐹 ′(𝑛) = (𝕜𝑛, (𝑒1, … , 𝑒𝑛)) for every natural number 𝑛, and onmorphisms
by 𝐹 ′(𝐴)(𝑥) = 𝐴𝑥 for every matrix 𝐴 and column vector 𝑥 (of suitable sizes).

An essential inverse 𝑈 ′ of the functor 𝑈 together with a natural isomor-
phism from 𝑈 ′ ∘ 𝑈 to 1𝐅𝐃𝐕𝐞𝐜𝐭 amounts to choosing a basis for every finite-
dimensional 𝕜-vector space.

The composite 𝑈 ∘ 𝐹 ′ is an equivalence of categories from𝐌𝐚𝐭 to 𝐅𝐃𝐕𝐞𝐜𝐭𝕜.
It assigns to each natural number 𝑛 the vector space 𝕜𝑛, and regards every
matrix of size 𝑚 × 𝑛 as a linear map from 𝕜𝑛 to 𝕜𝑚 via matrix-vector multipli-
cation.

We might regard the functor 𝑈 ∘ 𝐹 ′ as a “canonical” functor from 𝐌𝐚𝐭
to 𝐅𝐃𝐕𝐞𝐜𝐭𝕜. The functor 𝐹 ∘ 𝑈 ′, on the other hand, is not “canonical” since it
depends on choosing bases.

Exercise 1.3.34
Every category is equivalent – even isomorphic – to itself via its identity
functor. This shows that equivalence of categories is reflexive.

Two categories 𝒜 and ℬ are equivalent if and only if there exist functors

𝐹 ∶ 𝒜 ⟶ ℬ , 𝐹 ′∶ ℬ ⟶ 𝒜
such that 𝐹 ′ ∘ 𝐹 ≅ 1𝒜 and 𝐹 ∘ 𝐹 ′ ≅ 1ℬ . This condition is symmetric in 𝒜
and ℬ, whence equivalence of categories is symmetric.
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Chapter 1 Categories, functors and natural transformations

Let𝒜 ,ℬ and 𝒞 be three categories such that𝒜 is equivalent toℬ andℬ
is equivalent to 𝒞 . This means that there exist functors

𝐹 ∶ 𝒜 ⟶ ℬ , 𝐹 ′∶ ℬ ⟶ 𝒜 , 𝐺 ∶ ℬ ⟶ 𝒞 , 𝐺′∶ 𝒞 ⟶ ℬ
such that

𝐹 ′ ∘ 𝐹 ≅ 1𝒜 , 𝐹 ∘ 𝐹 ′ ≅ 1ℬ , 𝐺′ ∘ 𝐺 ≅ 1ℬ , 𝐺 ∘ 𝐺′ ≅ 1𝒞 .
It follows that

(𝐺 ∘ 𝐹) ∘ (𝐹 ′ ∘ 𝐺′) = 𝐺 ∘ 𝐹 ∘ 𝐹 ′ ∘ 𝐺′ ≅ 𝐺 ∘ 1ℬ ∘ 𝐺′ = 𝐺 ∘ 𝐺′ ≅ 1𝒞
and similarly

(𝐹 ′ ∘ 𝐺′) ∘ (𝐺 ∘ 𝐹) = 𝐹 ′ ∘ 𝐺′ ∘ 𝐺 ∘ 𝐹 ≅ 𝐹 ′ ∘ 1ℬ ∘ 𝐹 = 𝐹 ′ ∘ 𝐹 ≅ 1𝒜 .
This shows that the functor 𝐺 ∘ 𝐹 is again an equivalence of categories, with
essential inverse given by 𝐹 ′ ∘ 𝐺′. We have thus shown that equivalence of
categories is transitive.
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Chapter 2

Adjoints

2.1 Definition and examples

Exercise 2.1.12

Adjoint functors

• Let 𝕜 be a field and let 𝑉 be a 𝕜-vector space. The two functors

(−) ⊗𝕜 𝑉 ∶ 𝐕𝐞𝐜𝐭𝕜 ⟶ 𝐕𝐞𝐜𝐭𝕜 and Hom𝕜(𝑉 , −)∶ 𝐕𝐞𝐜𝐭𝕜 ⟶ 𝐕𝐞𝐜𝐭𝕜
are adjoint, with (−) ⊗𝕜 𝑉 being left adjoint to Hom𝕜(𝑉 , −). (This is an
example in the vain of Example 2.1.16.)

• Let more generally 𝑅 and 𝑆 be two rings and let𝑀 be an 𝑅-𝑆-bimodule. The
two functors

(−) ⊗𝑅 𝑀 ∶ 𝐌𝐨𝐝-𝑅 ⟶ 𝐌𝐨𝐝-𝑆 and Hom𝑆(𝑀, −)∶ 𝐌𝐨𝐝-𝑆 ⟶ 𝐌𝐨𝐝-𝑅

are adjoint, with (−) ⊗𝑅 𝑀 being left adjoint to Hom𝑆(𝑀, −).
• For every category𝒜 let 𝑈 (𝒜) be its underlying graph, and for every func-
tor 𝐹 from a category 𝒜 to a category ℬ let 𝑈 (𝐹) be its induced homo-
morphism of graphs from 𝑈 (𝒜) to 𝑈 (ℬ). This assignment 𝑈 is a functor
from 𝐂𝐚𝐭 to 𝐆𝐫𝐚𝐩𝐡, the category of graphs.1

For every graph Γ let 𝑃(Γ) be the following category: The objects of 𝑃(Γ)
are the vertices of Γ. For any two vertices 𝑥 and 𝑦 of Γ, the morphisms

1By a graph we mean a directed graph, possibly with parallel edges as well as loops. We
also impose no finiteness conditions on the graphs under consideration.
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from 𝑥 to 𝑦 in 𝑃(Γ) are precisely the paths from 𝑥 to 𝑦 in Γ.2 The composition
of morphisms of 𝑃(Γ) is the composition of paths in Γ.3 The category 𝑃(Γ)
is the path category of Γ.

Every homomorphism of graphs 𝑓 from Γ to Γ′ induces a functor 𝑃(𝑓 )
from 𝑃(Γ) to 𝑃(Γ′), given on objects by 𝑃(𝑓 )(𝑥) = 𝑓 (𝑥) for every vertex 𝑥
of Γ, and on morphisms by

𝑃(𝑓 )((𝑥, 𝛼1, … , 𝛼𝑛, 𝑦)) = (𝑓 (𝑥), 𝑓 (𝛼1), … , 𝑓 (𝛼𝑛), 𝑓 (𝑦))
for every path (𝑥, 𝛼1, … , 𝛼𝑛, 𝑦) in Γ. We thus arrive at a functor 𝑃 from𝐆𝐫𝐚𝐩𝐡
to 𝐂𝐚𝐭.

The functors 𝑃 and 𝑈 are adjoint, with 𝑃 being left adjoint to 𝑈 . (We may
regard 𝑈 as a forgetful functor, and 𝑃(Γ) as the “free category on Γ”.)

Initial objects

• The empty category is initial in 𝐂𝐀𝐓.
• Let 𝑅 be a ring. The zero module is initial in 𝑅-𝐌𝐨𝐝.
• The initial objects in the category of pointed sets are precisely the one-
element pointed sets.

• Let 𝑃 be a partially ordered set and let 𝒫 be the corresponding category.
An initial object of 𝒫 is the same as a least element of 𝑃 .

Terminal objects

• Let 𝑅 be a ring. The zero module is terminal in 𝑅-𝐌𝐨𝐝.
• Let 𝑃 be a partially ordered set and let 𝒫 be its corresponding category. A
terminal object of 𝒫 is the same as a greatest element of 𝑃 .

• The terminal objects in 𝐓𝐨𝐩 are precisely those topological spaces that con-
sist of only a single point.

2By a path from 𝑥 to 𝑦 in Γ we mean a tuple 𝑝 = (𝑥, 𝛼1, … , 𝛼𝑛, 𝑦) of the following
form: 𝛼1, … , 𝛼𝑛 are edges in Γ such that 𝛼1 starts in 𝑥 , the end vertex of 𝛼𝑖 is the start
vertex of 𝛼𝑖+1 for all 𝑖 = 1, … , 𝑛 − 1, and 𝛼𝑛 ends in 𝑦 . The vertex 𝑥 is the start vertex of 𝑝,
the vertex 𝑦 is the end vertex of 𝑝, and the number 𝑛 is the length of 𝑝. This entails in
particular that there exists for every vertex 𝑥 of Γ a unique path of length 0 from 𝑥 to 𝑥
in Γ, given by the tuple (𝑥, 𝑥). We emphasize that for any two distinct vertices 𝑥 and 𝑦
of Γ their associated paths of length 0 are again distinct.

3The composite 𝑞 ∘ 𝑝 of two paths 𝑝 = (𝑥, 𝛼1, … , 𝛼𝑛, 𝑦) and 𝑞 = (𝑦, 𝛼𝑛+1, … , 𝛼𝑚 , 𝑧) is the
path (𝑥, 𝛼1, … , 𝛼𝑛, 𝛼𝑛+1, … , 𝛼𝑚 , 𝑧).
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Exercise 2.1.13
Let 𝒜 and ℬ be two discrete categories with underlying classes of objects 𝐴
and 𝐵.

We consider first two functors

𝐹 ∶ 𝒜 ⟶ ℬ , 𝐺 ∶ ℬ ⟶ 𝒜

such that 𝐹 is left adjoint to 𝐺. Wemay regard these two functors as functions

𝑓 ∶ 𝐴 ⟶ 𝐵 , 𝑔 ∶ 𝐵 ⟶ 𝐴 .

For every element 𝑎 of 𝐴, we have

𝒜(𝑎, 𝑔(𝑓 (𝑎))) = 𝒜(𝑎, 𝐺𝐹(𝑎)) ≅ ℬ(𝐹(𝑎), 𝐹 (𝑎)) ≠ ∅ .

This means that 𝑔(𝑓 (𝑎)) = 𝑎 because the category 𝒜 is discrete. We find in
the same way that 𝑓 (𝑔(𝑏)) = 𝑏 for every element 𝑏 of 𝐵. The two functions 𝑓
and 𝑔 are therefore mutually inverse bijections.

Suppose on the other hand that

𝑓 ∶ 𝐴 ⟶ 𝐵 , 𝑔 ∶ 𝐵 ⟶ 𝐴

are two mutually inverse bijections. We may regard these functions as mutu-
ally inverse isomorphisms of categories

𝐹 ∶ 𝒜 ⟶ ℬ , 𝐺 ∶ ℬ ⟶ 𝒜 .

We then have

ℬ(𝐹(𝑎), 𝑏) = ℬ(𝐹(𝑎), 𝐹 (𝐺(𝑏))) ≅ 𝒜(𝑎, 𝐺(𝑏))

for every element 𝑎 of 𝐴 and every element 𝑏 of 𝐵. This bijection is natural
in both 𝑎 and 𝑏 because the only morphisms in 𝒜 and in ℬ are the identity
morphisms. This shows that the functors 𝐹 and 𝐺 are adjoint, with 𝐹 being
left adjoint to 𝐺.

We have thus shown that an adjunction between two discrete categories𝒜
and ℬ is the same as a pair of mutually inverse bijections between their un-
derlying classes of objects.

43



Chapter 2 Adjoints

Exercise 2.1.14
Let 𝒜 and ℬ be two categories and let

𝐹 ∶ 𝒜 ⟶ ℬ , 𝐺 ∶ ℬ ⟶ 𝒜
be two functors.

Suppose first that the two naturality equations (2.2) and (2.3) are satisfied.
For all morphisms in 𝒜 of the form

𝐴′ 𝑝−−−→ 𝐴 𝑓−−−→ 𝐺(𝐵) 𝐺(𝑞)−−−−−→ 𝐺(𝐵′) ,
we then have the chain of equalities

(𝐴′ 𝑝−−−→ 𝐴 𝑓−−−→ 𝐺(𝐵) 𝐺(𝑞)−−−−−→ 𝐺(𝐵′))

= (𝐴′ 𝑓 𝑝−−−−→ 𝐺(𝐵) 𝐺(𝑞)−−−−−→ 𝐺(𝐵′))

= (𝐴′ 𝑓 𝑝−−−−→ 𝐺(𝐵) 𝐺(𝑞)−−−−−→ 𝐺(𝐵′))

= (𝐹(𝐴′) 𝑓 𝑝−−−−→ 𝐵 𝑞−−−→ 𝐵′) (by (2.2))

= ( (𝐴′ 𝑝−−−→ 𝐴 𝑓−−−→ 𝐺(𝐵)) 𝑞−−−→ 𝐵′)

= (𝐹(𝐴′) 𝐹(𝑝)−−−−−→ 𝐹(𝐴) 𝑓−−−→ 𝐵 𝑞−−−→ 𝐵′) . (by (2.3))

This shows that the given naturality equation holds.
Suppose now conversely that the given naturality equation holds. Then

(𝐹(𝐴) 𝑔−−−→ 𝐵 𝑞−−−→ 𝐵′) = (𝐹(𝐴) 1𝐹(𝐴)−−−−−→ 𝐹(𝐴) 𝑔−−−→ 𝐵 𝑞−−−→ 𝐵′)

= (𝐹(𝐴) 𝐹(1𝐴)−−−−−−→ 𝐹(𝐴) 𝑔−−−→ 𝐵 𝑞−−−→ 𝐵′)
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= (𝐴 1𝐴−−−−→ 𝐴 𝑔−−−→ 𝐵 𝐺(𝑞)−−−−−→ 𝐵′)

= (𝐴 𝑔−−−→ 𝐵 𝐺(𝑞)−−−−−→ 𝐵′) ,

which shows that the naturality equation (2.2). We find similarly that

(𝐴′ 𝑝−−−→ 𝐴 𝑓−−−→ 𝐺(𝐵)) = (𝐴′ 𝑝−−−→ 𝐴 𝑓−−−→ 𝐺(𝐵) 1𝐺(𝐵)−−−−−→ 𝐺(𝐵))

= (𝐴′ 𝑝−−−→ 𝐴 𝑓−−−→ 𝐺(𝐵) 𝐺(1𝐵)−−−−−−→ 𝐺(𝐵))

= (𝐹(𝐴′) 𝐹(𝑝)−−−−−→ 𝐹(𝐴) 𝑓−−−→ 𝐵 1𝐵−−−−→ 𝐵)

= (𝐹(𝐴′) 𝐹(𝑝)−−−−−→ 𝐹(𝐴) 𝑓−−−→ 𝐵) ,

which shows the naturality equation (2.3).

Exercise 2.1.15
We have for every object 𝐵 of ℬ the bijections

ℬ(𝐹(𝐼 ), 𝐵) ≅ 𝒜(𝐼 , 𝐺(𝐵)) ≅ {∗} .

This means that there exists for every object 𝐵 of ℬ a unique morphism
from 𝐹(𝐼 ) to 𝐵 in ℬ. The object 𝐹(𝐼 ) is therefore initial in ℬ.

Let 𝑇 be a terminal object of ℬ. We have for every object 𝐴 of 𝒜 the
bijections

𝒜(𝐴, 𝐺(𝑇 )) ≅ ℬ(𝐹(𝐴), 𝑇 ) ≅ {∗} .
This means that there exists for every object 𝐴 of 𝒜 a unique morphism
from 𝐴 to 𝐺(𝑇 ) in 𝒜 . The object 𝐺(𝑇 ) is therefore terminal in 𝒜 .

Exercise 2.1.16
(b)

We observe that the functor category [𝐺, 𝐕𝐞𝐜𝐭𝕜] is isomorphic to the module
category 𝕜[𝐺]-𝐌𝐨𝐝.
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Suppose that 𝐻 is another group and let 𝜑 be a homomorphism of groups
from 𝐻 to 𝐺. We may regard 𝜑 as a functor from 𝐻 to 𝐺. We get an induced
functor

𝜑∗∶ [𝐺, 𝐕𝐞𝐜𝐭𝕜] ⟶ [𝐻, 𝐕𝐞𝐜𝐭𝕜]
that is given by pre-composition with 𝜑. The homomorphism of groups 𝜑
also induces a homomorphism of 𝕜-algebras

𝕜[𝜑]∶ 𝕜[𝐺] ⟶ 𝕜[𝐻] .

Under the isomorphism of [𝐺, 𝐕𝐞𝐜𝐭𝕜] with 𝕜[𝐺]-𝐌𝐨𝐝 and the isomorphism
of [𝐻 , 𝐕𝐞𝐜𝐭𝕜] with 𝕜[𝐻]-𝐌𝐨𝐝, the above functor 𝜑∗ corresponds to the re-
striction functor

Res𝐺𝐻 ∶ 𝕜[𝐺]-𝐌𝐨𝐝 ⟶ 𝕜[𝐻]-𝐌𝐨𝐝
induced by 𝕜[𝜑]. This restriction functor admits both a left adjoint and a right
adjoint. A left adjoint is given by

Ind𝐻𝐺 ≔ 𝕜[𝐺] ⊗𝕜[𝐻] (−)∶ 𝕜[𝐻]-𝐌𝐨𝐝 ⟶ 𝕜[𝐺]-𝐌𝐨𝐝

and a right adjoint is given by

Coind𝐻𝐺 ≔ Hom𝕜[𝐻](𝕜[𝐺], −)∶ 𝕜[𝐻]-𝐌𝐨𝐝 ⟶ 𝕜[𝐺]-𝐌𝐨𝐝 .

We may identify the category 𝐕𝐞𝐜𝐭𝕜 with 𝕜[1]-𝐌𝐨𝐝 (where 1 denotes the
trivial group). We then find from the above discussion that the unique homo-
morphisms of groups from 1 to 𝐺 induces adjoint functors

𝐹 ⊣ 𝑈 ⊣ 𝐶 ,

given by the forgetful functor

𝑈 ∶ 𝕜[𝐺]-𝐌𝐨𝐝 ⟶ 𝐕𝐞𝐜𝐭𝕜 ,

the extension of scalars

𝐹 ≔ 𝕜[𝐺] ⊗𝕜 (−)∶ 𝐕𝐞𝐜𝐭𝕜 ⟶ 𝕜[𝐺]-𝐌𝐨𝐝 ,

and
𝐶 ≔ Hom𝕜(𝕜[𝐺], −)∶ 𝐕𝐞𝐜𝐭𝕜 ⟶ 𝕜[𝐺]-𝐌𝐨𝐝 .
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Similarly, we can consider the unique homomorphism of groups from 𝐺
to 1. This homomorphism induces adjunctions

𝐶 ⊣ 𝑇 ⊣ 𝐼 .

The functor
𝑇 ∶ 𝐕𝐞𝐜𝐭𝕜 ⟶ 𝕜[𝐺]-𝐌𝐨𝐝

regards a vector space as a trivial 𝕜[𝐺]-module (i.e., as a trivial representation
of 𝐺); the functor

𝐼 ∶ 𝕜[𝐺]-𝐌𝐨𝐝 ⟶ 𝐕𝐞𝐜𝐭𝕜
can be described as

𝐼 = Hom𝕜[𝐺](𝕜, −) ≅ (−)𝐺 ,
assigning to each 𝕜[𝐺]-module its linear subspace of invariants; the functor

𝐶 ∶ 𝕜[𝐺]-𝐌𝐨𝐝 ⟶ 𝐕𝐞𝐜𝐭𝕜
can be described as

𝐶 = 𝕜 ⊗𝕜[𝐺] (−) ≅ (−)𝐺 ,
assigning to each 𝕜[𝐺]-module 𝑀 its linear quotient of coinvariants, i.e.,

𝐶(𝑀) ≅ 𝑀𝐺 = 𝑀/⟨𝑚 − 𝑔𝑚 | 𝑔 ∈ 𝐺, 𝑚 ∈ 𝑀⟩𝕜 .

(a)

We can proceed as in part (b) of this exercise. For this, we think about the
functor category [𝐺, 𝐒𝐞𝐭] as the category of 𝐺-sets, which we shall denote
by 𝐺-𝐒𝐞𝐭. We also think about 𝐒𝐞𝐭 as 1-𝐒𝐞𝐭, where 1 denotes the trivial group.

Let 𝐻 be another group and let 𝜑 be a homomorphism of groups from 𝐻
to 𝐺. We regard 𝜑 as a functor from 𝐻 to 𝐺 and get an induced functor

𝜑∗∶ [𝐺, 𝐒𝐞𝐭] ⟶ [𝐻, 𝐒𝐞𝐭] .

This functor corresponds to the restriction functor

Res𝐺𝐻 ∶ 𝐺-𝐒𝐞𝐭 ⟶ 𝐻 -𝐒𝐞𝐭 .
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This restriction functor admits both a left adjoint and a right adjoint. A left
adjoint is given by

Ind𝐻𝐺 ≔ 𝐺 ×𝐻 (−)∶ 𝐻 -𝐒𝐞𝐭 ⟶ 𝐺-𝐒𝐞𝐭 , 4

and a right adjoint is given by

Coind𝐻𝐺 ≔ Hom𝐻 (𝐺, −) .∶ 𝐻 -𝐒𝐞𝐭 ⟶ 𝐺-𝐒𝐞𝐭 .

The unique homomorphism of groups from 1 to 𝐺 induces adjoint functors

𝐹 ⊣ 𝑈 ⊣ 𝐶 ,

where
𝑈 ∶ 𝐺-𝐒𝐞𝐭 ⟶ 𝐒𝐞𝐭

is the forgetful functor. A left adjoint is given by the functor

𝐹 ≔ 𝐺 × (−)∶ 𝐒𝐞𝐭 ⟶ 𝐺-𝐒𝐞𝐭 ,

and a right adjoint is given by the functor

𝐶 ≔ Map(𝐺, −)∶ 𝐒𝐞𝐭 ⟶ 𝐺-𝐒𝐞𝐭 .

(We can also describe 𝐹 and 𝐶 as 𝐹(𝑋) = ∐𝑔∈𝐺 𝑋 and 𝐶(𝑋) = ∏𝑔∈𝐺 𝑋 . The
action of 𝐺 on these sets is then given by permutation of the summands, re-
spectively factors.)

The unique homomorphism of groups from 𝐺 to 1 does similarly induce
adjoint functors

𝑂 ⊣ 𝑇 ⊣ 𝐼 .
The functor

𝑇 ∶ 𝐒𝐞𝐭 ⟶ 𝐺-𝐒𝐞𝐭
regard each set as trivial 𝐺-sets; its right adjoint

𝐼 ∶ 𝐺-𝐒𝐞𝐭 ⟶ 𝐒𝐞𝐭
4For any 𝐻 -set 𝑋 , the 𝐺-set 𝐺 ×𝐻 𝑋 is given by the set (𝐺 × 𝑋)/∼ where ∼ is the equiv-

alence relation generated by (𝑔ℎ, 𝑥) ∼ (𝑔, ℎ𝑥), and the action of 𝐺 on 𝐺 ×𝐻 𝑋 is given
by 𝑔′ ⋅ [(𝑔, 𝑥)] = [(𝑔′𝑔, 𝑥)].
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can be described as
𝐼 = Hom𝐺(1, −) ≅ (−)𝐺 ,

assigning to each 𝐺-set its subset of invariants; the right adjoint

𝑂∶ 𝐺-𝐒𝐞𝐭 ⟶ 𝐒𝐞𝐭
can be described as

𝑂 = 1 ×𝐺 (−) ≅ (−)/𝐺 ,
assigning to each 𝐺-set its set of orbits.

Exercise 2.1.17
The categoryO(𝑋) of open subsets of𝑋 admits a unique initial object, namely
the empty subset ∅, as well as a unique terminal object, namely the entire
space 𝑋 . Instead of O(𝑋) we will consider an arbitrary category 𝒜 that ad-
mits an initial object 𝐼 (𝒜) and a terminal object 𝑇 (𝒜), and which satisfies
the following additional properties: there exist no morphism from 𝑇 (𝒜) to
any non-terminal object of𝒜 , and there exists dually no morphism from any
non-initial object of 𝒜 to 𝐼 (𝒜).5

The category 𝐒𝐞𝐭 also admits a unique initial object, namely the empty set∅,
as well as terminal objects, namely the one-element sets. Instead of 𝐒𝐞𝐭 we
will consider an arbitrary category ℬ that admit an initial object 𝐼 (ℬ) and a
terminal object 𝑇 (ℬ).

The functor Δ
We start off with the functor

Δ∶ ℬ ⟶ [𝒜 op,ℬ]
that assigns to each object 𝐵 of ℬ the constant functor at 𝐵. To each mor-
phism

𝑔 ∶ 𝐵 ⟶ 𝐵′

in ℬ it assigns the natural transformation Δ(𝑔) from Δ(𝐵) to Δ(𝐵′) given by
the component

Δ(𝑔)𝐴 ≔ 𝑔
5We use the notations 𝑇 (𝒜) and 𝐼 (𝒜) instead of the more appropriate 𝑇𝒜 and 𝐼𝒜 for better

readability.
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for every object 𝐴 of 𝒜 . The assignment Δ is indeed functorial:

• We have for every object 𝐵 of ℬ the equalities

Δ(1𝐵)𝐴 = 1𝐵 = 1Δ(𝐵)(𝐴) = (1Δ(𝐵))𝐴
for every object 𝐴 of 𝒜 , and therefore the equality

Δ(1𝐵) = 1Δ(𝐵) .

• We have for every two composable morphisms

𝑔 ∶ 𝐵 ⟶ 𝐵′ , 𝑔′∶ 𝐵′ ⟶ 𝐵″

in ℬ the equalities

Δ(𝑔′ ∘ 𝑔)𝐴 = 𝑔′ ∘ 𝑔 = Δ(𝑔′)𝐴 ∘ Δ(𝑔)𝐴 = (Δ(𝑔′) ∘ Δ(𝑔))𝐴
for every object 𝐴 of 𝒜 , and therefore the equality

Δ(𝑔′ ∘ 𝑔) = Δ(𝑔′) ∘ Δ(𝑔) .

The functor Γ
Let 𝐹 be a contravariant functor from 𝒜 to ℬ. A natural transformation 𝛽
from Δ(𝐵) to 𝐹 is a family (𝛽𝐴)𝐴∈Ob(𝒜) of morphisms 𝛽𝐴 from Δ(𝐵)(𝐴) to 𝐹(𝐴)
such that for every morphism

𝑓 ∶ 𝐴 ⟶ 𝐴′

in 𝒜 , the resulting diagram

Δ(𝐵)(𝐴′) 𝐹 (𝐴′)

Δ(𝐵)(𝐴) 𝐹(𝐴)

𝛽𝐴′

1𝐵 𝐹(𝑓 )

𝛽𝐴
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in ℬ commutes. By using the definition of Δ, this diagram can equivalently
be expressed in the following triangular form:

𝐹(𝐴′)

𝐵

𝐹(𝐴)

𝐹(𝑓 )

𝛽𝐴′

𝛽𝐴

Wemay consider for the object𝐴′ the terminal object 𝑇 (𝒜), and consequently
for the morphism 𝑓 the unique morphism from𝐴 to 𝑇 (𝒜). We then find from
the commutativity of the above triangular diagram that the natural transfor-
mation 𝛽 is uniquely determined by its component at 𝑇 (𝒜), i.e., by the mor-
phism

𝛽𝑇 (𝒜)∶ 𝐵 ⟶ 𝐹(𝑇 (𝒜)) .
In other words, the map

(−)∶ [𝒜 op,ℬ](Δ(𝐵), 𝐹 ) ⟶ ℬ(𝐵, 𝐹(𝑇 (𝒜))) , 𝛽 ⟼ 𝛽𝑇 (𝒜) (2.1)

is injective. Let us show that it is also surjective.
Let 𝑔 be an arbitrarymorphism inℬ from 𝐵 to 𝐹(𝑇 (𝒜)). For every object𝐴

of𝒜 let 𝑡𝐴 be the unique morphisms from 𝐴 to the terminal object 𝑇 (𝒜), and
let 𝛽𝐴 be the resulting morphisms in ℬ given by

𝛽𝐴∶ 𝐵 𝑔−−−→ 𝐹(𝑇 (𝒜)) 𝐹(𝑡𝐴)−−−−−−→ 𝐹(𝐴) .
The resulting tuple 𝛽 ≔ (𝛽𝐴)𝐴∈Ob(𝒜) is a natural transformation from Δ(𝐵)
to 𝐹 . Indeed, given any morphisms

𝑓 ∶ 𝐴 ⟶ 𝐴′

in 𝒜 , we have the commutative diagram

𝑇 (𝒜)

𝐴 𝐴′

𝑡𝐴

𝑓

𝑡𝐴′
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in 𝒜 because the object 𝑇 (𝒜) is terminal in 𝒜 . We conclude that the follow-
ing diagram in ℬ is again commutative:

𝐵

𝐹(𝑇 (𝒜))

𝐹(𝐴) 𝐹(𝐴′)

𝑔𝛽𝐴 𝛽𝐴′

𝐹(𝑡𝐴) 𝐹 (𝑡𝐴′ )

𝐹 (𝑓 )

The commutativity of the outer diagram

𝐵

𝐹(𝐴) 𝐹(𝐴′)

𝛽𝐴 𝛽𝐴′

𝐹(𝑓 )

shows the claimed naturality of 𝛽 .
We note that 𝑡𝑇 (𝒜) = 1𝑇 (𝒜), and that therefore

𝛽𝑇 (𝒜) = 𝐹(𝑡𝑇 (𝒜)) ∘ 𝑔 = 𝐹(1𝑇 (𝒜)) ∘ 𝑔 = 1𝐹(𝑇 (𝒜)) ∘ 𝑔 = 𝑔 .

We have therefore shown the surjectivity of (2.1), and thus altogether the
bijectivity of (2.1).

Motivated by this bijection, we choose Γ as the evaluation functor at 𝑇 (𝒜)
6 (We talk about evaluation at 𝑇 (𝒜) because we view [𝒜 op,ℬ] as the cate-
gory of contravariant functors from 𝒜 to ℬ. If we regard [𝒜 op,ℬ] as the
category of covariant functor from𝒜 op toℬ, then Γ is the evaluation functor
at 𝐼 (𝒜 op).) We can then rewrite (2.1) as the bijection

(−)∶ [𝒜 op,ℬ](Δ(𝐵), 𝐹 ) ⟶ ℬ(𝐵, Γ(𝐹)) , 𝛽 ⟼ 𝛽𝑇 (𝒜) . (2.2)

6If we consider for 𝒜 andℬ the categories O(𝑋) and 𝐒𝐞𝐭, then Γ(𝐹) is given by 𝐹(𝑋). This
means that the functor Γ assigns to each presheaf its global sections. The chosen letter Γ
is a reference to these global sections.
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It remains to check that this bijection is natural, since this will then show that
the functor Γ is right adjoint to the functor Δ.

We first check the naturality of (2.2) in the object 𝐵 ofℬ. For this, we have
to check that for every morphism

𝑔 ∶ 𝐵 ⟶ 𝐵′

in ℬ the following diagram commutes:

[𝒜 op,ℬ](Δ(𝐵), 𝐹 ) ℬ(𝐵, Γ(𝐹))

[𝒜 op,ℬ](Δ(𝐵′), 𝐹 ) ℬ(𝐵′, Γ(𝐹 ))

(−)

Δ(𝑔)∗

(−)

𝑔∗

This diagram indeed commutes, because we have for every element 𝛽 of the
bottom-left corner the chain of equalities

Δ(𝑔)∗(𝛽) = 𝛽 ∘ Δ(𝑔)
= (𝛽 ∘ Δ(𝑔))𝑇 (𝒜)
= 𝛽𝑇 (𝒜) ∘ Δ(𝑔)𝑇 (𝒜)
= 𝛽𝑇 (𝒜) ∘ 𝑔
= 𝛽 ∘ 𝑔
= 𝑔∗(𝛽) .

The bijection (−) is also natural in 𝐹 . To prove this, we need to check that
for every morphism

𝛾 ∶ 𝐹 ⟹ 𝐹 ′

in [𝒜 op,ℬ] the following diagram commutes:

[𝒜 op,ℬ](Δ(𝐵), 𝐹 ) ℬ(𝐵, Γ(𝐹))

[𝒜 op,ℬ](Δ(𝐵), 𝐹 ′) ℬ(𝐵, Γ(𝐹 ′))

(−)

𝛾∗ Γ(𝛾 )∗

(−)
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This diagram commutes because for every element 𝛽 of the top-left corner
we have the equalities

𝛾∗(𝛽) = 𝛾 ∘ 𝛽 = (𝛾 ∘ 𝛽)𝑇 (𝒜) = 𝛾𝑇 (𝒜) ∘ 𝛽𝑇 (𝒜) = Γ(𝛾) ∘ 𝛽 = Γ(𝛾 )∗(𝛽) .
We have thus altogether constructed a functor Γ from [𝒜 op,ℬ] to ℬ that

is right adjoint to the previous functor Δ.

The functor ∇
Let us first try to motivate the definition of ∇.

Let 𝐹 be a contravariant functor from 𝒜 to ℬ, and let 𝐵 be an object of ℬ.
To construct the desired right adjoint functor ∇ of Γ we need to “extend” this
object 𝐵 to a contravariant functor ∇(𝐵) from 𝒜 toℬ. This needs to be done
in such a way that natural transformations from 𝐹 to ∇(𝐵) are “the same” as
morphisms in ℬ from Γ(𝐹) = 𝐹(𝑇 (𝒜)) to 𝐵.

In other words, we need to extend morphisms from 𝐹(𝑇 (𝒜)) to 𝐵 into nat-
ural transformations from 𝐹 to a suitable functor ∇(𝐵).

For any such a natural transformation 𝛽 , its component 𝛽𝑇 (𝒜) is a morphism
from 𝐹(𝑇 (𝒜)) to ∇(𝐵)(𝑇 (𝒜)). We would therefore like to choose ∇(𝐵)(𝑇 (𝒜))
as 𝐵, in the hope of making the map

[𝒜 op,ℬ](𝐹 , ∇(𝐵)) ⟶ ℬ(Γ(𝐹), 𝐵) , 𝛽 ⟼ 𝛽𝑇 (𝒜)

a bijection. To ensure this bijectivity, we then want all other components
of 𝛽 to be “trivial” in a suitable sense. We will be able to achieve this by
choosing ∇(𝐵)(𝐴) as the terminal object of ℬ whenever 𝐴 is (essentially)
distinct from 𝑇 (𝒜).

Motivated by the above discussion, we set

∇(𝐵)(𝐴) ≔ {𝐵 if 𝐴 is terminal in 𝒜 ,
𝑇 (ℬ) otherwise,

for every object 𝐴 of 𝒜 .7 To define the action of ∇(𝐵) on morphisms, we
consider an arbitrary morphism

𝑓 ∶ 𝐴 ⟶ 𝐴′

in 𝒜 . We define ∇(𝐵)(𝑓 ) by case distinction.
7If we consider for 𝒜 and ℬ the categories O(𝑋) and 𝐒𝐞𝐭 respectively, then ∇(𝐵)(𝑋) = 𝐵,

and ∇(𝐵)(𝑈 ) = {∗} for every proper open subset 𝑈 of 𝑋 .
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Case 1. If 𝐴 is terminal in 𝒜 , then it follows from the existence of the mor-
phism 𝑓 that the object 𝐴′ is again terminal in 𝒜 (by assumption
on 𝒜 ) whence we can choose the morphism ∇(𝐵)(𝑓 ) as 1𝐵.

Case 2. If 𝐴 is not terminal in 𝒜 , then we have ∇(𝐵)(𝐴) = 𝑇 (ℬ). We then
let ∇(𝐵)(𝑓 ) be the unique morphism from ∇(𝐵)(𝐴′) to 𝑇 (ℬ).

Let us show that this assignment ∇(𝐵) is a contravariant functor from 𝒜
to ℬ. For this, we need to check that ∇(𝐵) is compatible with identities and
with composition of morphisms.

• Let𝐴 be on object of𝒜 . To compute the action of ∇(𝐵) on the morphism 1𝐴
we have two cases to consider.

Case 1. If 𝐴 is terminal in 𝒜 , then ∇(𝐵)(𝐴) is defined as 𝐵 and ∇(𝐵)(1𝐴) is
defined as 1𝐵, whence ∇(𝐵)(1𝐴) = 1∇(𝐵)(𝐴).

Case 2. If 𝐴 is not terminal in 𝒜 , then the morphisms ∇(𝐵)(1𝐴) is defined
as the unique morphism from ∇(𝐵)(𝐴) to 𝑇 (ℬ). But ∇(𝐵)(𝐴) is de-
fined as 𝑇 (ℬ), so that ∇(𝐵)(1𝐴) is the unique morphism from 𝑇 (ℬ)
to 𝑇 (ℬ). This morphism is precisely 1𝑇 (ℬ), and thus 1∇(𝐵)(𝐴).

We have in either case that ∇(𝐵)(1𝐴) = 1∇(𝐵)(𝐴).
• Let

𝑓 ∶ 𝐴 ⟶ 𝐴′ , 𝑓 ′∶ 𝐴′ ⟶ 𝐴″

be two composable morphisms in 𝒜 . To compute the action of ∇(𝐵) on the
composite 𝑓 ′ ∘ 𝑓 we have two cases to consider.

Case 1. Suppose that𝐴 is terminal in𝒜 . It then follows from the existence
of the morphisms 𝑓 and 𝑓 ′ that the objects 𝐴′ and 𝐴″ are again
terminal in 𝒜 (by assumption on the category 𝒜 ). It then further
follows that the morphisms ∇(𝐵)(𝑓 ), ∇(𝐵)(𝑓 ′) and ∇(𝐵)(𝑓 ′ ∘ 𝑓 ) are
all three given by 1𝐵. Therefore,

∇(𝐵)(𝑓 ) ∘ ∇(𝐵)(𝑓 ′) = 1𝐵 ∘ 1𝐵 = 1𝐵 = ∇(𝐵)(𝑓 ′ ∘ 𝑓 ) .
Case 2. Suppose that the object 𝐴 is not terminal in𝒜 . The object ∇(𝐵)(𝐴)

is then given by the terminal object 𝑇 (ℬ). It follows that the two
morphisms ∇(𝐵)(𝑓 ′ ∘𝑓 ) and ∇(𝐵)(𝑓 )∘∇(𝐵)(𝑓 ′) are equal, since they
both go from ∇(𝐵)(𝐴″) to 𝑇 (ℬ).

We have in either case that ∇(𝐵)(𝑓 ′ ∘ 𝑓 ) = ∇(𝐵)(𝑓 ) ∘ ∇(𝐵)(𝑓 ′).
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With this, we have shown that the assignment ∇(𝐵) is indeed a contravariant
functor from 𝒜 to ℬ.

We will now explain how the functor ∇(𝐵) depends itself functorially on 𝐵.
For this, let

𝑔 ∶ 𝐵 ⟶ 𝐵′

be a morphism in ℬ. We define a transformation ∇(𝑔) = (∇(𝑔)𝐴)𝐴∈Ob(𝒜)
from ∇(𝐵) to ∇(𝐵′) via the components

∇(𝑔)𝐴 ≔ {𝑔 if 𝐴 is terminal in 𝒜 ,
1𝑇 (ℬ) otherwise.

This transformation is natural. To see this, we consider a morphism

𝑓 ∶ 𝐴 ⟶ 𝐴′

in 𝒜 , and we need to show that the square diagram

∇(𝐵)(𝐴′) ∇(𝐵)(𝐴)

∇(𝐵′)(𝐴′) ∇(𝐵′)(𝐴)

∇(𝐵)(𝑓 )

∇(𝑔)𝐴′ ∇(𝑔)𝐴

∇(𝐵′)(𝑓 )

(2.3)

commutes. We have two cases to consider.

Case 1. Suppose that the object 𝐴 is terminal in 𝒜 . It then follows from the
existence of the morphism 𝑓 that the object 𝐴′ is also terminal in 𝒜
(by assumption on the category 𝒜 ). The square diagram (2.3) can
then be simplified as follows:

𝐵 𝐵

𝐵′ 𝐵′

1𝐵

𝑔 𝑔

1𝐵′

This diagram commutes.

Case 2. Suppose that the object 𝐴 is not terminal in 𝒜 . The object ∇(𝐵′)(𝐴)
is then given by the terminal object 𝑇 (ℬ). It follows that the dia-
gram (2.3) commutes because there exists precisely one morphism
from ∇(𝐵)(𝐴′) to 𝑇 (ℬ).
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We find in both cases that the diagram (2.3) commutes. This shows that ∇(𝑔)
is indeed a natural transformation from ∇(𝐵) to ∇(𝐵′).

Let us now show that the assignment ∇ is functorial. To this end, we need
to check that ∇ is compatible with identity morphisms and with composition
of morphisms.

• For every object 𝐵 of ℬ we have the equalities

∇(1𝐵)𝐴 = {1𝐵 if 𝐴 is terminal in 𝒜 ,
1𝑇 (ℬ) otherwise,

= {1∇(𝐵)(𝐴) if 𝐴 is terminal in 𝒜 ,
1∇(𝐵)(𝐴) otherwise,

= 1∇(𝐵)(𝐴)
= (1∇(𝐵))𝐴

for every object 𝐴 of 𝒜 , and therefore the equality

∇(1𝐵) = 1∇(𝐵) .

• For every two composable morphisms

𝑔 ∶ 𝐵 ⟶ 𝐵′ , 𝑔′∶ 𝐵′ ⟶ 𝐵″

in ℬ we have the equalities

(∇(𝑔′) ∘ ∇(𝑔))𝐴
= ∇(𝑔′)𝐴 ∘ ∇(𝑔)𝐴
= ({𝑔

′ if 𝐴 is terminal in 𝒜 ,
1𝑇 (ℬ) otherwise,

) ∘ ({𝑔 if 𝐴 is terminal in 𝒜 ,
1𝑇 (ℬ) otherwise,

)

= {𝑔
′ ∘ 𝑔 if 𝐴 is terminal in 𝒜 ,

1𝑇 (ℬ) otherwise,

= ∇(𝑔′ ∘ 𝑔)𝐴
for every object 𝐴 of 𝒜 , and therefore the equality

∇(𝑔′) ∘ ∇(𝑔) = ∇(𝑔′ ∘ 𝑔) .
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This shows the functoriality of ∇.
We will now show that the functor ∇ is right adjoint to the functor Γ. Let 𝐹

be a contravariant functor from𝒜 toℬ and let 𝐵 be an object ofℬ. A natural
transformation 𝛽 from 𝐹 to ∇(𝐵) has as its component at 𝑇 (𝒜) a morphism
from the object 𝐹(𝑇 (𝒜)) to the object ∇(𝐵)(𝑇 (𝒜)). These objects are given
by 𝐹(𝑇 (𝒜)) = Γ(𝐹) and ∇(𝐵)(𝑇 (𝒜)) = 𝐵 respectively. We have therefore a
well-defined map

(−)∶ [𝒜 op,ℬ](𝐹 , ∇(𝐵)) ⟶ ℬ(Γ(𝐹), 𝐵) , 𝛽 ⟼ 𝛽𝑇 (𝒜) . (2.4)

We will show in the following that this map is bijective, and natural in both 𝐹
and in 𝐵.

To show that the map (2.4) is injective let 𝛽 be a natural transformation
from 𝐹 to ∇(𝐵). We need to show that 𝛽 is uniquely determined by its com-
ponent 𝛽𝑇 (𝒜), which we shall denote by 𝑔. We show by case distinction that
for every object 𝐴 of 𝒜 , the morphism 𝛽𝐴 from 𝐹(𝐴) to ∇(𝐵)(𝐴) is uniquely
determined by 𝑔.
Case 1. Suppose the object 𝐴 is non-terminal in 𝒜 . The object ∇(𝐵)(𝐴) is

then given by the terminal object 𝑇 (ℬ). There exists precisely one
morphism from 𝐹(𝐴) to 𝑇 (ℬ), whence 𝛽𝐴 must be this morphism.

Case 2. Suppose that the object 𝐴 is terminal in 𝒜 . The object ∇(𝐵)(𝐴) is
then given by 𝐵. Both𝐴 and 𝑇 (𝒜) are terminal objects in𝒜 , whence
the unique morphism ℎ from 𝑇 (𝒜) to𝐴 is an isomorphism. It follows
from the naturality of 𝛽 that the square diagram

𝐹(𝐴) ∇(𝐵)(𝐴)

𝐹(𝑇 (𝒜)) ∇(𝐵)(𝑇 (𝒜))

𝛽𝐴

𝐹(ℎ) ∇(𝐵)(ℎ)

𝛽𝑇 (𝒜)

commutes. This diagram simplifies as follows:

𝐹(𝐴) 𝐵

𝐹(𝑇 (𝒜)) 𝐵

𝛽𝐴

𝐹(ℎ) 1𝐵

𝑔
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We find that the morphism 𝛽𝐴 is given by the composite 𝑔 ∘ 𝐹(ℎ). It
is therefore uniquely determined by 𝑔.

We have thus shown that the map (2.4) is injective.
To show that is it surjective, let 𝑔 be a morphism from Γ(𝐹) to 𝐵, i.e., a

morphism from 𝐹(𝑇 (𝒜)) to 𝐵. We need to construct a natural transforma-
tion 𝛽 from 𝐹 to ∇(𝐵) with 𝛽𝑇 (𝒜) = 𝑔. We define the components 𝛽𝐴 via case
distinction:

Case 1. If 𝐴 is a non-terminal object of 𝒜 , then ∇(𝐵)(𝐴) is the terminal
object 𝑇 (ℬ). We then let 𝛽𝐴 be the unique morphism from 𝐹(𝐴)
to ∇(𝐵)(𝐴).

Case 2. If𝐴 is terminal in𝒜 , then there exists a unique morphism ℎ from the
object 𝑇 (𝒜) to 𝐴 (and this morphism is an isomorphism since 𝑇 (𝒜)
is also terminal in 𝒜 ). We then let 𝛽𝐴 be the composite 𝑔 ∘ 𝐹(ℎ).

(We note that in the case of 𝐴 = 𝑇(𝒜), we have ℎ = 1𝑇 (𝒜), there-
fore 𝐹(ℎ) = 1𝐹(𝑇 (𝒜)), and thus 𝛽𝑇 (𝒜) = 𝑔 ∘ 𝐹(ℎ) = 𝑔.)

To prove the naturality of 𝛽 let

𝑓 ∶ 𝐴 ⟶ 𝐴′

be an arbitrary morphism in 𝒜 . We need to show that the square diagram

𝐹(𝐴′) 𝐹 (𝐴)

∇(𝐵)(𝐴′) ∇(𝐵)(𝐴)

𝐹(𝑓 )

𝛽𝐴′ 𝛽𝐴

∇(𝐵)(𝑓 )

commutes. We do so by case distinction.

Case 1. Suppose that the object 𝐴 is non-terminal in 𝒜 . The object ∇(𝐵)(𝐴)
is then given by the terminal object 𝑇 (ℬ). It follows that the above
square diagram commutes because there exists precisely one mor-
phism from 𝐹(𝐴′) to 𝑇 (ℬ).

Case 2. Suppose that the object 𝐴 is terminal in 𝒜 . It then follows from the
existence of the morphism 𝑓 that the object 𝐴′ is again terminal in 𝐴
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(by assumption on𝒜 ). There exist unique morphisms ℎ and ℎ′ of the
forms

ℎ∶ 𝑇 (𝒜) ⟶ 𝐴 , ℎ′∶ 𝑇 (𝒜) ⟶ 𝐴′ .
The two morphisms ℎ and ℎ′ are isomorphisms and fit into the fol-
lowing commutative diagram:

𝑇 (𝒜)

𝐴′ 𝐴

ℎ′ ℎ

𝑓

(2.5)

We can now consider the following diagram:

𝐹(𝑇 (𝒜))

𝐹(𝐴′) 𝐹 (𝐴)

∇(𝐵)(𝑇 (𝒜))

∇(𝐵)(𝐴′) ∇(𝐵)(𝐴)

𝑔
𝐹(ℎ′)

𝐹 (𝑓 )

𝛽𝐴′

𝐹(ℎ)

𝛽𝐴
∇(𝐵)(ℎ′)

∇(𝐵)(𝑓 )

∇(𝐵)(ℎ)

(2.6)

The two triangular sides of this diagram commute because the dia-
gram (2.5) commutes. The background part of this diagram is given
by

𝐹(𝐴′) 𝐹 (𝑇 (𝒜)) 𝐹(𝐴)

∇(𝐵)(𝐴′) ∇(𝐵)(𝑇 (𝒜)) ∇(𝐵)(𝐴)

𝐹(ℎ′)

𝛽𝐴′ 𝑔

𝐹(ℎ)

𝛽𝐴

∇(𝐵)(ℎ′) ∇(𝐵)(ℎ)
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and can be simplified as follows:

𝐹(𝐴′) 𝐹 (𝑇 (𝒜)) 𝐹(𝐴)

𝐵 𝐵 𝐵

𝐹(ℎ′)

𝑔∘𝐹(ℎ′) 𝑔

𝐹(ℎ)

𝑔∘𝐹(ℎ)

1𝐵 1𝐵

This simplified diagram commutes. We have thus seen that all non-
frontal sides of the diagram (2.6) commute. It follows that its front
side also commutes because

∇(𝐵)(ℎ) ∘ 𝛽𝐴 ∘ 𝐹 (𝑓 ) = 𝑔 ∘ 𝐹(ℎ) ∘ 𝐹(𝑓 )
= 𝑔 ∘ 𝐹(ℎ′)
= ∇(𝐵)(ℎ′) ∘ 𝛽𝐴′

= ∇(𝐵)(ℎ) ∘ ∇(𝐵)(𝑓 ) ∘ 𝛽𝐴′

with ∇(𝐵)(ℎ) = 1𝐵 being an isomorphism.

We have thus proven the naturality of the transformation 𝛽 , which in turn
shows the surjectivity of the map (2.4).

To show that the map (2.4) is natural in 𝐹 , we consider a natural transfor-
mation

𝛼 ∶ 𝐹 ⟹ 𝐹 ′

between two contravariant functors 𝐹 and 𝐹 ′ from𝒜 toℬ. We need to show
that the diagram

[𝒜 op,ℬ](𝐹 , ∇(𝐵)) ℬ(Γ(𝐹), 𝐵)

[𝒜 op,ℬ](𝐹 ′, ∇(𝐵)) ℬ(Γ(𝐹 ′), 𝐵)

(−)

(−)

𝛼∗ Γ(𝛼)∗

commutes. For this, we observe for every element 𝛽 of the bottom-left corner
of this diagram the equalities

𝛼∗(𝛽) = 𝛽 ∘ 𝛼 = (𝛽 ∘ 𝛼)𝑇 (𝒜) = 𝛽𝑇 (𝒜) ∘ 𝛼𝑇 (𝒜) = (𝛼𝑇 (𝒜))∗(𝛽𝑇 (𝒜)) = Γ(𝛼)∗(𝛽) .

61



Chapter 2 Adjoints

To show that the map (2.4) is natural in 𝐵, we consider an arbitrary mor-
phism

𝑔 ∶ 𝐵 ⟶ 𝐵′

in ℬ. We need to show that the diagram

[𝒜 op,ℬ](𝐹 , ∇(𝐵)) ℬ(Γ(𝐹), 𝐵)

[𝒜 op,ℬ](𝐹 , ∇(𝐵′)) ℬ(Γ(𝐹), 𝐵′)

(−)

∇(𝑔)∗ 𝑔∗

(−)

commutes. For this, we observe for every element 𝛼 of the top-left corner of
this diagram the equalities

𝑔∗(𝛼) = 𝑔 ∘ 𝛼 = ∇(𝑔)𝑇 (𝒜) ∘ 𝛼𝑇 (𝒜) = (∇(𝑔) ∘ 𝛼)𝑇 (𝒜) = ∇(𝑔) ∘ 𝛼 = ∇(𝑔)∗(𝛼) .
We have altogether constructed a functor ∇ from ℬ to [𝒜 op,ℬ] that is

right adjoint to Γ.

The functors Π and Λ
We have now seen that for suitable categories𝒜 andℬ, the diagonal functor

Δ𝒜,ℬ ∶ ℬ ⟶ [𝒜 op,ℬ]
admits a right adjoint

Γ𝒜,ℬ ∶ [𝒜 op,ℬ] ⟶ ℬ ,
which in turn admits a right adjoint

∇𝒜,ℬ ∶ ℬ ⟶ [𝒜 op,ℬ] .
To construct the functors Π and Λ we make the following observation.

Proposition 2.A. Let 𝒜 and ℬ be two categories and let

𝐹 ∶ 𝒜 ⟶ ℬ , 𝐺 ∶ ℬ ⟶ 𝒜
be two functors. We may regard 𝐹 and 𝐺 as functors

𝐹 ′∶ 𝒜 op ⟶ ℬop , 𝐺′∶ ℬop ⟶ 𝒜 op .
Then, 𝐹 is left adjoint to 𝐺 if and only if 𝐹 ′ is right adjoint to 𝐺′.
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Proof. Suppose that 𝐹 is left adjoint to 𝐺. This means that we have a bijection

Φ𝐴,𝐵 ∶ ℬ(𝐹(𝐴), 𝐵) ⟶ 𝒜(𝐴, 𝐺(𝐵))
for every object 𝐴 of 𝒜 and every object 𝐵 of ℬ, such that these bijections
are “natural” in the following sense: for all morphisms

𝑓 ∶ 𝐴 ⟶ 𝐴′ , 𝑔 ∶ 𝐵 ⟶ 𝐵′

in 𝒜 and ℬ respectively, the following diagram commutes:

ℬ(𝐹(𝐴′), 𝐵) 𝒜(𝐴′, 𝐺(𝐵))

ℬ(𝐹(𝐴), 𝐵′) ℬ(𝐴, 𝐺(𝐵′))

Φ𝐴′,𝐵

𝑔∘(−)∘𝐹(𝑓 ) 𝐺(𝑔)∘(−)∘𝑓

Φ𝐴,𝐵′

We may regard the bijections Φ𝐴,𝐵 as bijections

Φ′𝐵op,𝐴op ∶ ℬop(𝐵op, 𝐹 ′(𝐴op)) ⟶ 𝒜 op(𝐺′(𝐵op), 𝐴op) .
The above commutative diagram can be rewritten as follows:

ℬop(𝐵op, 𝐹 ′((𝐴′)op)) 𝒜 op(𝐺′(𝐵op), (𝐴′)op)

ℬop((𝐵′)op, 𝐹 ′(𝐴op)) ℬop(𝐺′((𝐵′)op), 𝐴op)

Φ′
𝐵op, (𝐴′)op

𝐹 ′(𝑓 op)∘(−)∘𝑔op 𝑓 op∘(−)∘𝐺′(𝑔op)

Φ(𝐵′)op, 𝐴op

The commutativity of this diagram tells us that the bijectionsΦ𝐵op,𝐴op are again
natural. The existence of such natural bijections shows that the functor 𝐹 ′ is
right adjoint to the functor 𝐺′.

Suppose conversely that 𝐹 ′ is right adjoint to 𝐺′. This means that 𝐺′ is left
adjoint to 𝐹 ′. It follows for the functors

𝐹″∶ 𝒜 opop ⟶ ℬopop , 𝐺″∶ ℬopop ⟶ 𝒜 opop

that 𝐹″ is left adjoint to 𝐺″. Under the equalities of 𝒜 opop and ℬopop with 𝒜
and ℬ respectively, the functors 𝐹″ and 𝐺″ correspond to the functors 𝐹
and 𝐺 respectively. Therefore, 𝐹 is left adjoint to 𝐺. ∎
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We have the chain of adjunctions

Δ𝒜 op,ℬop ⊣ Γ𝒜 op,ℬop ⊣ ∇𝒜 op,ℬop

between the two categories ℬop and [𝒜 opop,ℬop]. Under the isomorphism

[𝒜 opop,ℬop] ≅ [𝒜 op,ℬ]op
from Exercise 1.3.27, we have thus a chain of adjunctions between the two cat-
egoriesℬop and [𝒜 op,ℬ]op. According to Proposition 2.A, we get an induced
chain of adjunctions

∇′
𝒜 op,ℬop ⊣ Γ′𝒜 op,ℬop ⊣ Δ′

𝒜 op,ℬop

between ℬ and [𝒜 op,ℬ]. Let us derive explicit descriptions of these three
functors:

• Let us abbreviate the functor Δ𝒜 op,ℬop by Δ.
Let 𝐵 be an object ofℬ. The functor Δ assigns to the object 𝐵op constant

functor at 𝐵op. The functor Δ′ therefore assigns to the object 𝐵opop the con-
stant functor at 𝐵opop. Equivalently, it assigns to the object 𝐵 the constant
functor at 𝐵.

Let 𝑔 ∶ 𝐵 → 𝐵′ be a morphism in ℬ. The functor Δ assigns to the mor-
phism 𝑔op the natural transformation Δ(𝑔op) from the contravariant func-
tor Δ(𝐵op) to the contravariant functor Δ((𝐵′)op) whose components are
given by

Δ(𝑔op)𝐴op = 𝑔op

for every object 𝐴 of 𝒜 .8 The functor Δ′ therefore assigns to the mor-
phism 𝑔opop the natural transformation Δ′(𝑔opop) whose components are
gives by

Δ(𝑔opop)𝐴opop = 𝑔opop

for every object 𝐴 of 𝒜 . Equivalently,

Δ(𝑔)𝐴 = 𝑔
for every object 𝐴 of 𝒜 .

We find from these above descriptions that the functor Δ′ = Δ′
𝒜 op,ℬop

coincides with the diagonal functor Δ𝒜,ℬ .
8The functors Δ(𝐵op) and Δ((𝐵′)op) are objects of the functor category [𝒜 opop,ℬop]. We
view this functor category as the category of contravariant functors from 𝒜 op to ℬop.
We are therefore indexing the components of Δ(𝑔op) by the objects of 𝒜 op, and not by
the objects of 𝒜 opop.
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• Let us abbreviate the functor Γ𝒜 op,ℬop as Γ.
The functor Γ, going from the category [𝒜 opop,ℬop] to the categoryℬop,

is the evaluation functor at 𝑇 (𝒜 op) if we regard [𝒜 opop,ℬop] as the category
of contravariant functors from 𝒜 op to ℬop. As a functor from [𝒜 op,ℬ]op
to ℬop, Γ is thus given by evaluation at 𝑇 (𝒜 op).

The functor Γ′ is thus again given by evaluation at 𝑇 (𝒜 op) if we view the
category [𝒜 op,ℬ] as the category of covariant functors from 𝒜 op to ℬ. If
we view [𝒜 op,ℬ] as the category of contravariant functors from 𝒜 to ℬ
instead, then Γ′ is therefore given by evaluation at 𝐼 (𝒜).

• Let us abbreviate the functor ∇𝒜 op,ℬop by ∇. This functor goes from the
category ℬop to the functor category [𝒜 opop,ℬop]. We view this functor
category as the category of contravariant functors from 𝒜 op to ℬop.

Let 𝐵 be an object of ℬ. The contravariant functor ∇(𝐵op) from 𝒜 op

to ℬop is given on objects by

∇(𝐵op)(𝐴op) = {𝐵
op if 𝐴op is terminal in 𝒜 op,

𝑇 (ℬop) otherwise,

for every object 𝐴 of𝒜 . When we regard ∇(𝐵op) as a contravariant functor
from 𝒜 to ℬ, then it is given by

∇(𝐵op)(𝐴) = {𝐵 if 𝐴 is initial in 𝒜 ,
𝐼 (ℬ) otherwise,

for every object 𝐴 of 𝒜 . The functor ∇′(𝐵) from 𝒜 to ℬ is therefore given
by

∇′(𝐵)(𝐴) = {𝐵 if 𝐴 is initial in 𝒜 ,
𝐼 (ℬ) otherwise,

for every object 𝐴 of 𝒜 .
Let 𝑔 ∶ 𝐵 → 𝐵′ be a morphism in ℬ. The natural transformation ∇(𝑔op)

from the functor ∇((𝐵′)op) to the functor ∇(𝐵op) is given by the components

∇(𝑔op)𝐴op = {𝑔
op if 𝐴op is terminal in 𝒜 op,

1𝑇 (ℬop) otherwise,

for every object 𝐴 of 𝒜 . If we regard ∇((𝐵′)op) and ∇(𝐵op) as functors
from 𝒜 to ℬ instead, then ∇(𝑔op) corresponds to the natural transforma-
tion 𝛼 from ∇(𝐵op) to ∇((𝐵′)op) with components

𝛼𝐴 = {𝑔 if 𝐴 is initial in 𝒜 ,
1𝐼 (ℬ) otherwise,
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for every object 𝐴 of 𝒜 . The natural transformation ∇′(𝑔) from ∇′(𝐵)
to ∇′(𝐵′) is therefore given by the components

∇′(𝑔)𝐴 = {𝑔 if 𝐴 is initial in 𝒜 ,
1𝐼 (ℬ) otherwise,

for every object 𝐴 of 𝒜 .

We have thus derived explicit constructions for the functors Λ and Π:
• The functor Π is the evaluation functor at the initial object of 𝒜 .9

• Let 𝐵 be an object of ℬ. The contravariant functor Λ(𝐵) from 𝒜 to ℬ is
given by on objects by

Λ(𝐵)(𝐴) = {𝐵 if 𝐴 is initial in 𝒜 ,
𝐼 (ℬ) otherwise,

for every object 𝐴 of 𝒜 ,10 and on morphisms by

Λ(𝐵)(𝑓 ) = {1𝐵 if 𝐴 is initial in 𝒜 ,
1𝐼 (ℬ) otherwise,

for every morphism 𝑓 in 𝒜 . For every morphism 𝑔 ∶ 𝐵 → 𝐵′ in ℬ, the
natural transformationΛ(𝑔) fromΛ(𝐵) toΛ(𝐵′) is given by the components

Λ(𝑔)𝐴 = {𝑔 if 𝐴 is initial in 𝒜 ,
1𝐼 (ℬ) otherwise,

for every object 𝐴 of 𝒜 .

2.2 Adjunctions via units and counits

Exercise 2.2.10
Suppose first that condition (a) is satisfied. The two relations 𝑎 ≤ 𝑔(𝑓 (𝑎))
and 𝑓 (𝑔(𝑏)) ≤ 𝑏 from condition (b) are then equivalent to the true rela-
tions 𝑓 (𝑎) ≤ 𝑓 (𝑎) and 𝑔(𝑏) ≤ 𝑔(𝑏) respectively. We hence find that condi-
tion (b) follows from condition (a).

9If we consider for 𝒜 and ℬ the categories O(𝑋) and 𝐒𝐞𝐭 respectively, then Π is given by
the evaluation functor at ∅.

10If we choose for𝒜 andℬ the categories O(𝑋) and 𝐒𝐞𝐭 respectively, then the functor Λ(𝐵)
is given on objects by Λ(𝐵)(∅) = 𝐵 and Λ(𝐵)(𝑈 ) = ∅ for every non-empty open subset 𝑈
of 𝑋 .
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If on the other hand condition (b) is satisfied, then it follows that

𝑓 (𝑎) ≤ 𝑏 ⟹ 𝑔(𝑓 (𝑎)) ≤ 𝑔(𝑏) ⟹ 𝑎 ≤ 𝑔(𝑏)

and
𝑎 ≤ 𝑔(𝑏) ⟹ 𝑓 (𝑎) ≤ 𝑓 (𝑔(𝑏)) ⟹ 𝑓 (𝑎) ≤ 𝑏

for any two elements 𝑎 and 𝑏 of 𝐴 and 𝐵 respectively. We hence find that
condition (a) follows from condition (b).

Exercise 2.2.11
(a)

We denote the subcategories 𝐅𝐢𝐱(𝐺𝐹) and 𝐅𝐢𝐱(𝐹𝐺) of𝒜 andℬ by𝒜 ′ andℬ′

respectively.
We start off by showing that the functor 𝐹 restrict to a functor from 𝒜 ′

to ℬ′. Let 𝐴 be an object of 𝒜 ′. The morphisms 𝜂𝐴 from 𝐴 to 𝐺𝐹(𝐴) is an
isomorphism, whence its image under 𝐹 is again an isomorphism, this time
from 𝐹(𝐴) to 𝐹𝐺𝐹(𝐴). We know from the triangle identities that

1𝐹(𝐴) = 𝜀𝐹(𝐴) ∘ 𝐹 (𝜂𝐴) .

It follows that the morphism 𝜀𝐹(𝐴) is an isomorphism as both 1𝐹(𝐴) and 𝐹(𝜂𝐴)
are isomorphisms. This tells us that object 𝐹(𝐴) is contained in ℬ′. We
therefore find that the functor 𝐹 restricts to a functor 𝐹 ′ from 𝒜 ′ to ℬ′. (We
don’t need to worry about the action of 𝐹 on morphisms in𝒜 ′ becauseℬ′ is
a full subcategory of ℬ.)

We find in the same way (by using the other triangle identity) that the
functor 𝐺 restricts to functor 𝐺′ from ℬ′ to 𝒜 ′.

The natural transformation 𝜂 from 1𝒜 to 𝐺𝐹 restricts to a natural trans-
formation from 1𝒜 ′ to 𝐺′𝐹 ′, and the natural transformation 𝜀 from 𝐹𝐺 to 1ℬ
restricts to a natural transformation 𝜀′ from 𝐹 ′𝐺′ to 1ℬ′ . We observe that the
subcategories𝒜 ′ andℬ′ of𝒜 andℬ are chosen precisely in such a way that
all components of 𝜂′ and 𝜀′ are isomorphisms. The natural transformations 𝜂′
and 𝜀′ are therefore natural isomorphisms.

We have now overall the two categories 𝒜 ′ and ℬ′, the two functors

𝐹 ′∶ 𝒜 ′ ⟶ ℬ′ , 𝐺′∶ ℬ′ ⟶ 𝒜 ′ ,
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and the two natural isomorphisms

𝜂′∶ 1𝒜 ′ ⟹ 𝐺′𝐹 ′ , 𝜀′∶ 𝐹 ′𝐺′ ⟹ 1ℬ′ .

We have, in other words, an equivalence of categories (𝐹 ′, 𝐺′, 𝜂′, 𝜀′) between
the two categories 𝒜 ′ and ℬ′.

(b)

Example 2.1.3, (a) Given any set 𝑆, the unit map 𝜂𝑆 from 𝑆 to 𝑈𝐹(𝑆) is not
surjective because 𝑈𝐹(𝑆) contains the zero vector, which does not lie in the
image of 𝜂𝑆 . We therefore find that the subcategory 𝐅𝐢𝐱(𝑈 𝐹) of 𝐒𝐞𝐭 is empty.

It follows that the category 𝐅𝐢𝐱(𝐹𝑈 ) is also empty, since it is equivalent
to 𝐅𝐢𝐱(𝑈 𝐹).

Example 2.1.3, (b) In the same way as in the previous example, we find
that both 𝐅𝐢𝐱(𝑈 𝐹) and 𝐅𝐢𝐱(𝐹𝑈 ) are empty.

Example 2.1.3, (c) The composite functor 𝑈𝐹 assigns to each group 𝐺 its
abelianization 𝐺ab. The unit morphism 𝜂𝐺 is the canonical homomorphism
of groups from 𝐺 to 𝐺ab. This homomorphism is an isomorphism if and only
if the group 𝐺 is abelian. We hence find that the 𝐅𝐢𝐱(𝑈 𝐹) is 𝐀𝐛, i.e., the full
subcategory of 𝐆𝐫𝐩 whose objects are abelian groups.

We find similarly that the subcategory 𝐅𝐢𝐱(𝐹𝑈 ) of 𝐀𝐛 is all of 𝐀𝐛.
The functor 𝑈 restricts to the identity functor of 𝐀𝐛, while the restriction

of the functor 𝐹 to an endofunctor of 𝐀𝐛 assigns to each abelian group 𝐴 its
abelianization 𝐴ab.

Example 2.1.3, (d), the functors 𝐹 and 𝑈 The counit morphism 𝜀𝐺 is an
isomorphism for every group 𝐺, whence the category 𝐅𝐢𝐱(𝐹𝑈 ) is all of 𝐆𝐫𝐩.

Given a monoid 𝑀 , the unit morphism 𝜂𝑀 from 𝑀 to 𝑈𝐹(𝑀) can only be
an isomorphism if 𝑀 was already a group to begin with. Conversely, if 𝑀
is a group, then 𝜂𝑀 will be an isomorphism. We hence find that the subcate-
gory 𝐅𝐢𝐱(𝑈 𝐹) of 𝐌𝐨𝐧 is 𝐆𝐫𝐩.

The functor 𝑈 restricts to the identity functor of 𝐆𝐫𝐩, whereas the restric-
tion of the functor 𝐹 will typically change the underlying set of a group, and
is therefore not the identity functor.
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Example 2.1.3, (d), the functors 𝑈 and 𝑅 The composite 𝑅𝑈 as the iden-
tity functor, and the unit 𝜂 is the identity natural transformation. The cate-
gory 𝐅𝐢𝐱(𝑅𝑈 ) is therefore all of 𝐆𝐫𝐩.

The composite 𝑈𝑅 assigns to each monoid its submonoid 𝑀× of units, and
the counitmorphism 𝜀𝑀 is for everymonoid𝑀 given by the inclusion from𝑀×

into 𝑀 ; this inclusion is an isomorphism if and only if every element of 𝑀 is
invertible, i.e., if and only if the monoid𝑀 was already a group to begin with.
The subcategory 𝐅𝐢𝐱(𝑈𝑅) of 𝐌𝐨𝐧 is therefore given by 𝐆𝐫𝐩.

Both 𝑈 and 𝑅 restrict to the identity functors of 𝐆𝐫𝐩, and the restrictions
of 𝜂 and 𝜀 are the identity natural transformation of this identity functor.

Example 2.1.5, the functors 𝐷 and 𝑈 The composite 𝐷𝑈 assigns to each
topological space 𝑋 the discrete topological space with the same underlying
set as 𝑋 . The unit morphism 𝜂𝑋 is the identity map from this discrete space
to 𝑋 . It is an isomorphism if and only if the space 𝑋 is discrete, whence the
full subcategory 𝐅𝐢𝐱(𝐷𝑈 ) of 𝐓𝐨𝐩 consists precisely of the discrete topological
spaces.

The composite 𝑈𝐷 is the identity functor, and the counit 𝜀 of the adjunction
is the identity natural transformation. The subcategory 𝐅𝐢𝐱(𝑈𝐷) of 𝐒𝐞𝐭 is
therefore all of 𝐒𝐞𝐭.

The restriction of 𝜂 is the identity natural transformation of the identity
functor of the category of discrete topological spaces.

Example 2.1.5, the functors 𝑈 and 𝐼 The composite 𝐼 𝑈 assigns to each
topological space 𝑋 the indiscrete topological space with the same underly-
ing set as 𝑋 , and the counit morphism 𝜀𝑋 is the identity map from 𝑋 to this
indiscrete space. This map is an isomorphism if and only if the space 𝑋 is
indiscrete, whence the full subcategory 𝐅𝐢𝐱(𝐼𝑈 ) of 𝐓𝐨𝐩 consists precisely of
the indiscrete topological spaces.

The composite 𝑈 𝐼 is the identity functor, and the unit 𝜂 of the adjunction is
the identity natural transformation. The subcategory 𝐅𝐢𝐱(𝑈 𝐼 ) of 𝐒𝐞𝐭 is there-
fore all of 𝐒𝐞𝐭.

The restriction of 𝜀 is the identity natural transformation of the identity
functor of the category of indiscrete topological spaces.
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Example 2.1.6 We denote the given functors by

𝐹 ≔ (−) × 𝐵 , 𝐺 ≔ (−)𝐵 .
The composite 𝐺𝐹 is given on objects by

𝐺𝐹(𝐴) = (𝐴 × 𝐵)𝐵

for every set 𝐴, and the unit natural transformation 𝜂 is given by

𝜂𝐴∶ 𝐴 ⟶ (𝐴 × 𝐵)𝐵 , 𝑎 ⟼ [𝑏 ⟼ (𝑎, 𝑏)]
for every set 𝐴. The composite 𝐹𝐺, on the other hand, is given on objects by

𝐹𝐺(𝐴) = 𝐴𝐵 × 𝐵 ,
for every set 𝐴, and the counit natural transformation 𝜀 is given by the eval-
uation map

𝜀𝐴∶ 𝐴𝐵 × 𝐴 ⟶ 𝐴 , (𝑓 , 𝑏) ⟼ 𝑓 (𝑏)
for every set 𝐴. We distinguish in the following between three cases.

Case 1. Suppose that the set 𝐵 is empty.
The set 𝐺𝐹(𝐴) is then a singleton for every set 𝐴, whence the

map 𝜂𝐴 is an isomorphism if and only if the set 𝐴 is a singleton. The
full subcategory 𝐅𝐢𝐱(𝐺𝐹) of 𝐒𝐞𝐭 consists therefore of all the singleton
sets. The restriction 𝜂′ of the unit 𝜂 has for every singleton set 𝐴
as its component 𝜂𝐴 the unique map from the singleton set 𝐴 to the
singleton set (𝐴 × 𝐵)𝐵.

The set 𝐹𝐺(𝐶) is empty, whence the counit map 𝜀𝐶 is an isomor-
phism if and only if the set 𝐶 is empty. The subcategory 𝐅𝐢𝐱(𝐹𝐺)
of 𝐒𝐞𝐭 therefore consists of a single object, namely the empty set.

The composite 𝐹𝐺 restricts to the identity functor on 𝐅𝐢𝐱(𝐹𝐺), and
the counit 𝜀 to the identity natural transformation of this identity
functor.

Case 2. Suppose that the set 𝐵 is a singleton. Both 𝜂 and 𝜀 are natural isomor-
phisms, whence both 𝐅𝐢𝐱(𝐺𝐹) and 𝐅𝐢𝐱(𝐹𝐺) are all of 𝐒𝐞𝐭.

Case 3. Suppose that the set 𝐵 consists of at least two distinct elements.
The unit map 𝜂𝐴 is an isomorphism if and only if the set𝐴 is empty.

The subcategory 𝐅𝐢𝐱(𝐺𝐹) of 𝐒𝐞𝐭 therefore consists of only a single
object, namely the empty set.
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The counit map 𝜀𝐶 is an isomorphism if and only if the set 𝐶 is
empty. The subcategory 𝐅𝐢𝐱(𝐹𝐺) of 𝐒𝐞𝐭 therefore consists of only a
single object, namely the empty set.

The restrictions of 𝐹 and 𝐺 are the identity functors on the full
subcategory of 𝐒𝐞𝐭 whose single object is the empty set, and both 𝜂
and 𝜀 restrict to the identity natural transformation of this identity
functor.

Exercise 2.2.12
(a)

It follows from the first formula in Lemma 2.2.4 and the naturality of the unit 𝜂
that

𝐹(𝑓 ) = 𝐺𝐹(𝑓 ) ∘ 𝜂𝐴 = 𝜂𝐴′ ∘ 𝑓
for every morphism 𝑓 ∶ 𝐴 → 𝐴′ in 𝒜 . We can therefore express the action
of the functor 𝐹 on such a morphism 𝑓 as

𝐹(𝑓 ) = 𝜂𝐴′ ∘ 𝑓 .
It follows that the functor 𝐹 is faithful or full if and only if for every two
objects 𝐴 and 𝐴′ of 𝒜 the map

(𝜂𝐴′)∗∶ 𝒜(𝐴,𝐴′) ⟶ 𝒜(𝐴, 𝐺𝐹(𝐴′))
is injective, respectively surjective. By putting both of these observations to-
gether we find that 𝐹 is full and faithful if and only if the above map (𝜂𝐴′)∗ is
bijective for any two objects 𝐴 and 𝐴′ of 𝒜 . This is equivalent to each mor-
phism 𝜂𝐴′ being an isomorphism by the upcoming Lemma 2.B, and therefore
equivalent to 𝜂 being a natural isomorphism.

Lemma 2.B. Let 𝒜 be a category and let 𝑓 be a morphism in 𝒜 of the form

𝑓 ∶ 𝐴 ⟶ 𝐴′ .
The following conditions on the morphism 𝑓 are equivalent:

i. 𝑓 is an isomorphism.

ii. The map 𝑓∗∶ 𝒜(𝐴″, 𝐴) → 𝒜(𝐴″, 𝐴′) is bijective for every object 𝐴″

of 𝒜 .
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iii. The map 𝑓 ∗∶ 𝒜(𝐴′, 𝐴″) → 𝒜(𝐴,𝐴″) is bijective for every object 𝐴″

of 𝒜 .

Proof. It suffices to prove the equivalence of the conditions i and ii. The equiv-
alence of the conditions i and iii then follows by duality.

Suppose first that the morphism 𝑓 is an isomorphism. The morphisms 𝑓
and 𝑓 −1 are mutually inverse, whence the two induced maps

𝑓∗∶ 𝒜(𝐴″, 𝐴) ⟶ 𝒜(𝐴″, 𝐴′) , (𝑓 −1)∗∶ 𝒜(𝐴″, 𝐴′) ⟶ 𝒜(𝐴″, 𝐴)
are again mutually inverse. This shows that the map 𝑓∗ is bijective. Thus, ii
follows from i.

Suppose conversely that ii holds. By choosing 𝐴″ as 𝐴′, we see that there
exists a morphism 𝑔 from 𝐴′ to 𝐴 with 1𝐴′ = 𝑓∗(𝑔). This means that

𝑓 ∘ 𝑔 = 1𝐴′ .
We claim that also 𝑔 ∘ 𝑓 = 1𝐴. To prove this, we note that both 𝑔 ∘ 𝑓 and 1𝐴
are morphisms from 𝐴 to 𝐴 such that

𝑓∗(𝑔 ∘ 𝑓 ) = 𝑓 ∘ 𝑔 ∘ 𝑓 = 1𝐴′ ∘ 𝑓 = 𝑓 = 𝑓 ∘ 1𝐴 = 𝑓∗(1𝐴) .
It follows from the injectivity of 𝑓∗ (for the case𝐴″ = 𝐴) that indeed 𝑔∘𝑓 = 1𝐴.

∎
We find dually the following: The functor 𝐺 is faithful, respectively full, if

and only if for every two objects 𝐵 and 𝐵’ of ℬ the map

(𝜀𝐵)∗∶ ℬ(𝐵, 𝐵′) ⟶ ℬ(𝐹𝐺(𝐵), 𝐵′)
is injective, respectively surjective. Therefore, 𝐺 is full and faithful if and
only if the above map (𝜀𝐵)∗ is bijective for any two objects 𝐵 and 𝐵′ of ℬ. By
Lemma 2.B this is equivalent to 𝜀 being a natural isomorphism.

Remark 2.C. We have actually shown the following stronger results for the
left adjoint 𝐹 , the right adjoint 𝐺, the unit 𝜂, and the counit 𝜀.
1. 𝐹 is faithful if and only if 𝜂 is a monomorphism in each component.

2. 𝐺 is faithful if and only if 𝜀 is an epimorphism in each component.

3. 𝐹 is full if and only if 𝜂 is a split epimorphism in each component.

4. 𝐺 is full if and only if 𝜀 is a split monomorphism in each component.

These results can also be found in [Mac98, IV.3, Theorem 1].
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(b)

Example 2.1.3, (a) The right adjoint functor 𝑈 is not full. The given ad-
junction is therefore not a reflection.

Example 2.1.3, (b) The right adjoint functor 𝑈 is not full. The given ad-
junction is therefore not a reflection.

Example 2.1.3, (c) The right adjoint functor 𝑈 is full and faithful. The
given adjunction is therefore a reflection.

Example 2.1.3, (d), the functors 𝐹 and 𝑈 The right adjoint functor 𝑈 is
full and faithful. The given adjunction is therefore a reflection.

Example 2.1.3, (d), the functors 𝑈 and 𝑅 The counit 𝜀 of the given adjunc-
tion has for every monoid𝑀 as its component 𝜀𝑀 the inclusion map from𝑀×

(the group of units of 𝑀 ) to 𝑀 . This map is always injective, but only surjec-
tive if 𝑀 is a group. The adjunction is therefore not a reflection.

Example 2.1.5, the functors 𝐷 and 𝑈 The right adjoint functor 𝑈 is not
full. The given adjunction is therefore not a reflection.

Example 2.1.5, the functors 𝑈 and 𝐼 The right adjoint functor 𝐼 is full
and faithful. The given the adjunction is therefore a reflection.

Example 2.1.6 The right adjoint functor (−)𝐵 is not faithful if 𝐵 is empty,
and it is not full if the set 𝐵 contains at least two distinct elements. It is full
and faithful if and only if the set 𝐵 is a singleton, in which case both the
left adjoint functor (−) × 𝐵 and the right adjoint functor (−)𝐵 are essentially
inverse equivalences of categories.

Exercise 2.2.13
(a)

The induced map 𝑓∗∶ 𝒫 (𝐾) → 𝒫 (𝐿) that assigns to each subset of 𝐾 its
image under 𝑓 is order-preserving, and so can be seen as a functor. The
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functor 𝑓∗ is left adjoint to the functor 𝑓 ∗ because

𝑓 (𝑆) ⊆ 𝑇 ⟺ 𝑓 (𝑠) ∈ 𝑇 for every element 𝑠 of 𝑆 ⟺ 𝑆 ⊆ 𝑓 −1(𝑇 )

for every subset 𝑆 of 𝐾 and every subset 𝑇 of 𝐿.
To figure out the right adjoint 𝑓# of 𝑓 ∗ we observe that it needs to satisfy

𝑡 ∈ 𝑓#(𝑈 ) ⟺ {𝑡} ⊆ 𝑓#(𝑈 ) ⟺ 𝑓 −1(𝑡) ⊆ 𝑈

for every subset 𝑈 of 𝐾 and every element 𝑡 of 𝐾 . We therefore set

𝑓#(𝑈 ) ≔ {𝑡 ∈ 𝐿 | 𝑓 −1(𝑡) ⊆ 𝑈 }

for every subset 𝑈 of 𝐿. This defines a map 𝑓# from 𝒫 (𝐾) to 𝒫 (𝐿) that is
order-preserving, and can therefore be regarded as a functor. We have

𝑇 ⊆ 𝑓#(𝑈 ) ⟺ 𝑡 ∈ 𝑓#(𝑈 ) for every element 𝑡 of 𝑇
⟺ 𝑓 −1(𝑡) ⊆ 𝑈 for every element 𝑡 of 𝑇
⟺ 𝑓 −1(𝑇 ) ⊆ 𝑈

for every subset 𝑇 of 𝐾 and every subset 𝑈 of 𝐿. Therefore, 𝑓# is right adjoint
to 𝑓 ∗.

(b)

The projection map 𝑝 from 𝑋 × 𝑌 to 𝑋 induces a functor

𝑝∗∶ 𝒫 (𝑋) ⟶ 𝒫 (𝑋 × 𝑌 ) .

Logically, the action of 𝑝∗ can be expressed as

𝑝∗(𝑆)(𝑥, 𝑦) ⟺ (𝑥, 𝑦) ∈ 𝑝∗(𝑆)
⟺ (𝑥, 𝑦) ∈ 𝑝−1(𝑆)
⟺ 𝑝(𝑥, 𝑦) ∈ 𝑆
⟺ 𝑥 ∈ 𝑆
⟺ 𝑆(𝑥) .
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We have seen explicit constructions of the left adjoint functor 𝑝∗ of 𝑝∗ and the
right adjoint functor 𝑝# of 𝑝∗ in the previous part of this exercise. The action
of the left adjoint functor 𝑝∗ can be expressed as

𝑝∗(𝑅)(𝑥) ⟺ 𝑥 ∈ 𝑝(𝑅)
⟺ there exists an element 𝑦 of 𝑌 with (𝑥, 𝑦) ∈ 𝑅
⟺ there exists an element 𝑦 of 𝑌 with 𝑅(𝑥, 𝑦)
⟺ ∃𝑦 ∈ 𝑌 ∶ 𝑅(𝑥, 𝑦) .

The action of the right adjoint functor 𝑝# can be expressed as

𝑝#(𝑅)(𝑥) ⟺ 𝑥 ∈ 𝑝#(𝑅)
⟺ 𝑝−1(𝑥) ⊆ 𝑅
⟺ (𝑥, 𝑦) ∈ 𝑅 for every element 𝑦 of 𝑌
⟺ 𝑅(𝑥, 𝑦) for every element 𝑦 of 𝑌
⟺ ∀𝑦 ∈ 𝑌 ∶ 𝑅(𝑥, 𝑦) .

For two subsets 𝑆 and 𝑇 of a finite product 𝑋1 × ⋯ × 𝑋𝑛 we have the chain
of equivalences

𝑆 ⊆ 𝑇
⟺ [(𝑥1, … , 𝑥𝑛) ∈ 𝑆 ⟹ (𝑥1, … , 𝑥𝑛) ∈ 𝑇 for all (𝑥1, … , 𝑥𝑛) ∈ 𝑋1 × ⋯ × 𝑋𝑛]
⟺ [𝑆(𝑥1, … , 𝑥𝑛) ⟹ 𝑇(𝑥1, … , 𝑥𝑛) for all (𝑥1, … , 𝑥𝑛) ∈ 𝑋1 × ⋯ × 𝑋𝑛]
⟺ [𝑆 ⟹ 𝑇] .

The unit 𝜂 and counit 𝜀 of the adjunction 𝑝∗ ⊣ 𝑝∗ are natural transformations

𝜂∶ 1𝒫 (𝑋×𝑌 ) ⟹ 𝑝∗𝑝∗ , 𝜀 ∶ 𝑝∗𝑝∗ ⟹ 1𝒫 (𝑋) ,
and can therefore be regarded as certain logical implications. The compos-
ite 𝑝∗𝑝∗ can be computed as

𝑝∗(𝑝∗(𝑅))(𝑥, 𝑦) ⟺ 𝑝∗(𝑅)(𝑥) ⟺ [∃𝑦 ′ ∶ 𝑅(𝑥, 𝑦 ′)] ,
whence the unit 𝜂 of the adjunction 𝑓∗ ⊣ 𝑓 ∗ can be interpreted as the impli-
cation

𝑅 ⟹ (∃𝑦 ∶ 𝑅(−, 𝑦)) .
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The composite 𝑝∗𝑝∗ can be computed as

𝑝∗(𝑝∗(𝑆))(𝑥) ⟺ [∃𝑦 ∶ 𝑝∗(𝑆)(𝑥, 𝑦)] ⟺ [∃𝑦 ∶ 𝑆(𝑥)] ,
whence the counit 𝜀 of the adjunction 𝑓 ∗ ⊣ 𝑓# can be interpreted as the impli-
cation

[∃𝑦 ∶ 𝑆] ⟹ 𝑆 .11
We can similarly regard the unit 𝜂′ and counit 𝜀′ of the adjunction 𝑝∗ ⊣ 𝑝#

as logical implications. The composite 𝑝#𝑝∗ can be computed as

𝑝#(𝑝∗(𝑆))(𝑥) ⟺ [∀𝑦 ∈ 𝑌 ∶ 𝑝∗(𝑆)(𝑥, 𝑦)] ⟺ [∀𝑦 ∈ 𝑌 ∶ 𝑆(𝑥)] ,
whence the unit 𝜂′ can be interpreted as the implication

𝑆 ⟹ [∀𝑦 ∈ 𝑌 ∶ 𝑆] .
The composite 𝑝∗𝑝# can be computed as

𝑝∗(𝑝#(𝑅))(𝑥, 𝑦) ⟺ 𝑝#(𝑅)(𝑥) ⟺ [∀𝑦 ′ ∈ 𝑌 ∶ 𝑅(𝑥, 𝑦 ′)] ,
whence the counit 𝜀′ can be interpreted as the implication

[∀𝑦 ∈ 𝑌 ∶ 𝑅(−, 𝑦)] ⟹ 𝑅 .

Exercise 2.2.14
Let 𝒮 be a category.

1. Let 𝒜 and ℬ be two categories and let 𝐹 be a functor from 𝒜 to ℬ. We
make the following observations:

• Let 𝐾 be a functor from ℬ to 𝒮 . The composite 𝐾𝐹 is a functor from 𝒜
to 𝒮 .

• Let 𝐾 and 𝐿 be two functors fromℬ to 𝒮 and let 𝛼 be a natural transfor-
mation from𝐾 to 𝐿. We then have the induced natural transformation 𝛼𝐹
from 𝐾𝐹 to 𝐿𝐹 .

• The above assignments define a functor 𝐹 ∗ from [ℬ, 𝒮 ] to [𝒜 , 𝒮 ]. Let
us check the functoriality of 𝐹 ∗:

11This implication makes sense because the statement 𝑆 does not depend on the variable 𝑦 .
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◦ For every functor 𝐾 from ℬ to 𝒜 we have the equalities

𝐹 ∗(1𝐾 )𝐴 = (1𝐾𝐹)𝐴 = (1𝐾 )𝐹(𝐴) = 1𝐾𝐹(𝐴) = (1𝐾𝐹 )𝐴 = (1𝐹 ∗(𝐾))𝐴 ,

for every object 𝐴 of 𝒜 , and therefore the equality of natural transfor-
mations

𝐹 ∗(1𝐾 ) = 1𝐹 ∗(𝐾) .
◦ Let 𝐾 , 𝐿 and 𝑀 be functors from ℬ to 𝒮 and let

𝛼 ∶ 𝐾 ⟹ 𝐿 , 𝛽 ∶ 𝐿 ⟹ 𝑀

be two natural transformations. We have the chain of equalities

(𝐹 ∗(𝛽) ∘ 𝐹 ∗(𝛼))𝐴 = 𝐹 ∗(𝛽)𝐴 ∘ 𝐹 ∗(𝛼)𝐴
= (𝛽𝐹)𝐴 ∘ (𝛼𝐹)𝐴
= 𝛽𝐹(𝐴) ∘ 𝛼𝐹(𝐴)
= (𝛽 ∘ 𝛼)𝐹(𝐴)
= ((𝛽 ∘ 𝛼)𝐹)𝐴
= 𝐹 ∗(𝛽 ∘ 𝛼)𝐴

for every object 𝐴 of 𝒜 , and therefore the equality of natural transfor-
mations

𝐹 ∗(𝛽) ∘ 𝐹 ∗(𝛼) = 𝐹 ∗(𝛽 ∘ 𝛼) .
We have thus constructed an induced functor 𝐹 ∗ from [ℬ, 𝒮 ] to [𝒜 , 𝒮 ].

2. Let 𝒜 , ℬ and 𝒞 be three categories, and let

𝐹 ∶ 𝒜 ⟶ ℬ , 𝐺 ∶ ℬ ⟶ 𝒞

be composable functors. We then have the equality of functors

(𝐺 ∘ 𝐹)∗ = 𝐹 ∗ ∘ 𝐺∗ .

Let us check this claimed equality in more detail:

• Let 𝐾 be a functor from 𝒞 to 𝒮 . Then

(𝐺 ∘ 𝐹)∗(𝐾) = 𝐾 ∘ 𝐺 ∘ 𝐹 = 𝐺∗(𝐾) ∘ 𝐹 = 𝐹 ∗(𝐺∗(𝐾)) = (𝐹 ∗ ∘ 𝐺∗)(𝐾) .
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• Let 𝐾 and 𝐿 be two functors from 𝒞 to 𝒮 and let

𝛼 ∶ 𝐾 ⟹ 𝐿
be a natural transformation. We have the chain of equalities

(𝐺 ∘ 𝐹)∗(𝛼)𝐴 = (𝛼(𝐺 ∘ 𝐹))𝐴
= 𝛼(𝐺∘𝐹)(𝐴)
= 𝛼𝐺(𝐹(𝐴))
= (𝛼𝐺)𝐹(𝐴)
= ((𝛼𝐺)𝐹)𝐴
= (𝐺∗(𝛼)𝐹)𝐴
= 𝐹 ∗(𝐺∗(𝛼))𝐴
= (𝐹 ∗ ∘ 𝐺∗)(𝛼)𝐴

for every object 𝐴 of 𝒜 , and therefore the equality of natural transfor-
mations

(𝐺 ∘ 𝐹)∗(𝛼) = (𝐹 ∗ ∘ 𝐺∗)(𝛼) .
3. Let 𝒜 and ℬ be two categories and let 𝐹 and 𝐺 be two functors from 𝒜

to ℬ, and let 𝛼 be a natural transformation from 𝐹 to 𝐺. For every ob-
ject 𝐾 of the functor category [ℬ, 𝒮 ], i.e., functor fromℬ to 𝒮 , we get an
induced natural transformation 𝐾𝛼 from 𝐾𝐹 to 𝐾𝐺. This induced natural
transformation is a morphism from 𝐹 ∗(𝐾) to 𝐺∗(𝐾) in the functor cate-
gory [𝒜 , 𝒮 ]. By setting

(𝛼∗)𝐾 ≔ 𝐾𝛼
for every object 𝐾 of [ℬ, 𝒮 ], we therefore arrive at an induced transfor-
mation 𝛼∗ from 𝐹 ∗ to 𝐺∗.

The transformation 𝛼∗ is again natural. To check this, let

𝛽 ∶ 𝐾 ⟶ 𝐿
be a morphism in [ℬ, 𝒮 ]. This means that 𝐾 and 𝐿 are functors from ℬ
to 𝒮 and that 𝛽 is a natural transformation from 𝐾 to 𝐿. We need to check
that the diagram

𝐹 ∗(𝐾) 𝐹 ∗(𝐿)

𝐺∗(𝐾) 𝐺∗(𝐿)

𝐹 ∗(𝛽)

(𝛼∗)𝐾 (𝛼∗)𝐿

𝐺∗(𝛽)
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commutes. This diagram can be simplified as follows:

𝐾𝐹 𝐿𝐹

𝐾𝐺 𝐿𝐺

𝛽𝐹

𝐾𝛼 𝐿𝛼

𝛽𝐺

This diagram indeed commutes because, by the interchange law for hori-
zontal and vertical composition, both 𝐿𝛼 ∘ 𝛽𝐹 and 𝛽𝐺 ∘𝐾𝛼 are given by the
horizontal composition 𝛽 ∗ 𝛼 . Indeed, we have the equalities

𝐿𝛼 ∘ 𝛽𝐹 = (1𝐿 ∗ 𝛼) ∘ (𝛽 ∗ 1𝐹 ) = (1𝐿 ∘ 𝛽) ∗ (𝛼 ∘ 1𝐹 ) = 𝛽 ∗ 𝛼
and

𝛽𝐺 ∘ 𝐾𝛼 = (𝛽 ∗ 1𝐺) ∘ (1𝐾 ∗ 𝛼) = (𝛽 ∘ 1𝐾 ) ∗ (1𝐺 ∘ 𝛼) = 𝛽 ∗ 𝛼 .
We have thus extended the construction (−)∗ to natural transformations.

4. The induced natural transformation 𝛼∗ depends covariantly on 𝛼 .12 Let us
check this claim:

• Let 𝐹 be a functor from 𝒜 to ℬ. We have for every object 𝐾 of [ℬ, 𝒮 ]
the chain of equalities

((1𝐹 )∗)𝐾 = 𝐾1𝐹 = 1𝐾𝐹 = 1𝐹 ∗(𝐾) = (1𝐹 ∗)𝐾 ,
and therefore the equality of natural transformations (1𝐹 )∗ = 1𝐹 ∗ .

• Let now 𝐹 , 𝐺 and 𝐻 be three functors from 𝒜 to ℬ, and let

𝛼 ∶ 𝐹 ⟹ 𝐺 , 𝛽 ∶ 𝐺 ⟹ 𝐻
be two composable natural transformations. Then

((𝛽 ∘ 𝛼)∗)𝐾 = 𝐾(𝛽 ∘ 𝛼) = (𝐾𝛽) ∘ (𝐾𝛼) = (𝛽∗)𝐾 ∘ (𝛼∗)𝐾 = (𝛽∗ ∘ 𝛼∗)𝐾
for every object 𝐾 of [ℬ,𝒜], and therefore

(𝛽 ∘ 𝛼)∗ = 𝛽∗ ∘ 𝛼∗ .
12Our notation of 𝛼∗ is pretty bad in that regard, since it seems to suggest that 𝛼∗ depends

contravariantly on 𝛼 .
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5. Let 𝒜 , ℬ and 𝒞 be three categories. Let

𝐹 , 𝐺 ∶ 𝒜 ⟶ ℬ , 𝐻 ∶ ℬ ⟶ 𝒞
be functors, and let

𝛼 ∶ 𝐹 ⟹ 𝐺
be a natural transformation.

We have two ways of obtaining from 𝛼 and 𝐻 an induced natural trans-
formation from the functor (𝐻𝐹)∗ = 𝐹 ∗𝐻 ∗ to the functor (𝐻𝐺)∗ = 𝐺∗𝐻 ∗.
On the one hand, we can form the natural transformation 𝐻𝛼 from 𝐻𝐹
to 𝐻𝐺, which then induces the natural transformation (𝐻𝛼)∗ from (𝐻𝐹)∗
to (𝐻𝐺)∗. On the other hand, we can form the induced natural transforma-
tion 𝛼∗ from 𝐹 ∗ to 𝐺∗, and then consider the resulting natural transforma-
tion 𝛼∗𝐻 ∗ from 𝐹 ∗𝐻 ∗ to 𝐺∗𝐻 ∗.

These natural transformations turn out to be the same, i.e., we have the
equality of natural transformations

(𝐻𝛼)∗ = 𝛼∗𝐻 ∗ .
Indeed, we have for every object 𝐾 of [𝒞 , 𝒮 ] the chain of equalities

((𝐻𝛼)∗)𝐾 = 𝐾(𝐻𝛼) = (𝐾𝐻)𝛼 = (𝛼∗)𝐾𝐻 = (𝛼∗)𝐻 ∗(𝐾) = (𝛼∗𝐻 ∗)𝐾 ,
and therefore overall the equality (𝐻𝛼)∗ = 𝛼∗𝐻 ∗.

We are now well-prepared to prove the statement at hand. We consider an
adjunction between two categories 𝒜 and ℬ given by two functors

𝐹 ∶ 𝒜 ⟶ ℬ , 𝐺 ∶ ℬ ⟶ 𝒜
and two natural transformations

𝜂∶ 1𝒜 ⟹ 𝐺𝐹 , 𝜀 ∶ 𝐹𝐺 ⟹ 1ℬ
that serve as the unit and counit of the adjunction respectively. (The functor 𝐹
is left adjoint to the functor 𝐺.) We know that these data satisfy the triangle
identities, i.e., that the following two diagrams commute:

𝐹 𝐹𝐺𝐹

𝐹

𝐹𝜂

1𝐹
𝜀𝐹

𝐺 𝐺𝐹𝐺

𝐺

𝜂𝐺

1𝐺
𝐺𝜀 (2.7)
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2.3 Adjunctions via initial objects

We have seen in above discussions that the functors 𝐹 and 𝐺 induce functors

𝐹 ∗∶ [ℬ, 𝒮 ] ⟶ [𝒜, 𝒮 ] , 𝐺∗∶ [𝒜 , 𝒮 ] ⟶ [ℬ,𝒮 ] .
We have also seen that the natural transformations 𝜂 and 𝜀 induce natural
transformations

𝜂∗∶ (1𝒜 )∗ ⟹ (𝐺𝐹)∗ , 𝜀∗∶ (𝐹𝐺)∗ ⟹ (1ℬ)∗ .
By rewriting the domain and codomain of both 𝜂∗ and 𝜀∗, we see that these
natural transformations are of the forms

𝜂∗∶ 1[𝒜 ,𝒮 ] ⟹ 𝐹 ∗𝐺∗ , 𝜀∗∶ 𝐺∗𝐹 ∗ ⟹ 1[ℬ,𝒮 ] .
We can dualize the diagrams (2.7) to get the commutative diagrams

𝐹 ∗ (𝐹𝐺𝐹)∗

𝐹 ∗

(𝐹𝜂)∗

(1𝐹 )∗
(𝜀𝐹 )∗

𝐺∗ (𝐺𝐹𝐺)∗

𝐺∗

(𝜂𝐺)∗

(1𝐺 )∗
(𝐺𝜀)∗ (2.8)

These diagrams can be simplified as follows:

𝐹 ∗ 𝐹 ∗𝐺∗𝐹 ∗

𝐹 ∗

𝜂∗𝐹 ∗

1𝐹∗
𝐹 ∗𝜀∗

𝐺∗ 𝐺∗𝐹 ∗𝐺∗

𝐺∗

𝐺∗𝜂∗

1𝐺∗
𝜀∗𝐺∗ (2.9)

The commutativity of these diagrams tells us that the natural transforma-
tions 𝜂∗ and 𝜀∗ serve as the unit and counit of an adjunction between the
categories [𝒜 , 𝒮 ] and [ℬ, 𝒮 ], with 𝐹 ∗ right adjoint to 𝐺∗.

2.3 Adjunctions via initial objects

Exercise 2.3.8
Let 𝐺 and𝐻 be two groups, and let𝒢 andℋ be the corresponding one-object
categories. We make the following observations:
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• A functor from𝒢 toℋ is the same as a homomorphism of groups from 𝐺
to 𝐻 .

• Given two functors 𝐹 and 𝐹 ′ from 𝒢 toℋ , every natural transformation
from 𝐹 to 𝐹 ′ is already a natural isomorphism since everymorphism inℋ
is an isomorphism.

Such a natural isomorphism from 𝐹 to 𝐹 ′ consists of a single com-
ponent, which is an element ℎ of 𝐻 with ℎ𝐹ℎ−1 = 𝐹 ′. This means in
particular that there exists a natural transformation between the func-
tors 𝐹 and 𝐹 ′ if and only if 𝐹 and 𝐹 ′ are conjugated as homomorphisms
of groups.

Suppose now that (𝐿, 𝑅, 𝜂, 𝜀) is an adjunction between the categories 𝒢
and ℋ . This adjunction consists of two functors

𝐿∶ 𝒢 ⟶ ℋ , 𝑅∶ ℋ ⟶ 𝒢 ,
and two natural transformations

𝜂∶ 1𝒢 ⟹ 𝑅𝐿 , 𝜀 ∶ 𝐿𝑅 ⟹ 1ℋ
that serve as the unit and the counit of the adjunction respectively. The func-
tors 𝐿 and 𝑅 correspond to homomorphisms of groups

𝑙 ∶ 𝐺 ⟶ 𝐻 , 𝑟 ∶ 𝐻 ⟶ 𝐺 .
Both 𝜂 and 𝜀 are actually natural isomorphisms because all morphisms in𝒢

and all morphisms in ℋ are isomorphisms. It follows from Exercise 2.2.11
that both 𝐿 and 𝑅 are equivalences of categories. This entails that these func-
tors are fully faithful, which means that 𝑙 and 𝑟 are bijective, and therefore
isomorphisms of groups.

The natural transformation 𝜂 consists of only a single component, which
is an element 𝑔 of 𝐺. That 𝜂 is a natural transformation from 1𝒢 to the com-
posite 𝑅𝐿 means that the diagram

∗𝒢 ∗𝒢

∗𝒢 ∗𝒢

𝑔′

𝑔 𝑔
𝑟(𝑙(𝑔′))
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commutes for every element 𝑔′ of 𝐺. In other words, we have

(𝑟 ∘ 𝑙)(𝑔) = 𝑔𝑔′𝑔−1

for every element 𝑔′ of 𝐺, so that the composite 𝑟 ∘𝑙 is the inner automorphism
of 𝐺 given by conjugation with 𝑔.

We find similarly that the natural transformation 𝜀 consists of only a single
component, which an element ℎ of 𝐻 , and that the composite 𝑙 ∘ 𝑟 is the inner
automorphism of 𝐻 given by conjugation with ℎ−1.

That the natural transformations 𝜂 and 𝜀 define an adjunction between the
functors 𝐿 and 𝑅 is equivalent to the triangle identities, i.e., to the commuta-
tivity of the following two diagrams:

𝐿 𝐿𝑅𝐿

𝐿

𝐿𝜂

1𝐿
𝜀𝐿

𝑅 𝑅𝐿𝑅

𝑅

𝜂𝑅

1𝑅
𝑅𝜀

By evaluating these diagrams at the single objects of the categories 𝒢 andℋ ,
they can equivalently be expressed as follows:

∗ℋ ∗ℋ

∗ℋ

𝑙(𝑔)

1𝐻 ℎ

∗𝒢 ∗𝒢

∗𝒢

𝑔

1𝐺 𝑟(ℎ)

The commutativity of these diagrams is equivalent two the two conditions

ℎ = 𝑙(𝑔)−1 , 𝑔 = 𝑟(ℎ)−1 .
We find overall that an adjunction between two groups 𝐺 and 𝐻 , when

regarded as one-object categories, consists of two isomorphisms of groups

𝑙 ∶ 𝐺 ⟶ 𝐻 , 𝑟 ∶ 𝐻 ⟶ 𝐺 ,
and elements 𝑔 and ℎ of 𝐺 and 𝐻 respectively, subject to the following con-
ditions: the composite 𝑟 ∘ 𝑙 is given by conjugation with 𝑔, the composite 𝑟 ∘ 𝑙
is given by composition with ℎ−1, and the two elements 𝑔 and ℎ are related
via ℎ = 𝑙(𝑔)−1 and 𝑔 = 𝑟(ℎ)−1.
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Exercise 2.3.9
The dual statement reads as follows:

Let 𝒜 and ℬ be two categories, and let 𝐹 be a functor from 𝒜
to ℬ. Then 𝐹 has a right adjoint if and only if for every object 𝐵
of ℬ, the category 𝐹 ⇒ 𝐵 has a terminal object.

To prove, the statement, we regard 𝐹 as a functor 𝐹 ′ from 𝒜 op to ℬop. A
functor fromℬ to𝒜 is right adjoint to 𝐹 if and only if, as a functor fromℬop

to 𝒜 op, it is left adjoint to 𝐹 ′. (See Proposition 2.A (page 62).) It follows that
the functor 𝐹 admits a right adjoint if and only if the functor 𝐹 ′ admits a left
adjoint.

According to Corollary 2.3.7, this is the case if and only if for every object 𝐵
of ℬ, the category 𝐵op ⇒ 𝐹 ′ admits an initial object. The category 𝐵op ⇒ 𝐹 ′

is isomorphic to the category (𝐹 ⇒ 𝐵)op. Therefore, the category 𝐵op ⇒ 𝐹 ′

admits an initial object if and only if the category 𝐹 ⇒ 𝐵 admits a terminal
object.

This shows the claim that the functor 𝐹 admits a right adjoint if and only
if for every object 𝐵 of ℬ, the category 𝐹 ⇒ 𝐵 admits a terminal object.

Exercise 2.3.10
For every object 𝐴 of 𝒜 and every object 𝐵 of ℬ, let Φ𝐴,𝐵 be the composite

𝒜(𝐴, 𝐺(𝐵)) 𝐹−−−→ ℬ(𝐹(𝐴), 𝐹𝐺(𝐵)) (𝜀𝐵)∗−−−−−→ ℬ(𝐹(𝐴), 𝐵) .
The functor 𝐹 is full and faithful and the morphism 𝜀𝐵 is an isomorphism. The
mapΦ𝐴,𝐵 is therefore a composite of two bijections, and thus again a bijection.
We show in the following that the bijection Φ𝐴,𝐵 is natural in both 𝐴 and 𝐵.

For the naturality of 𝐴, we note that for every morphism

𝑓 ∶ 𝐴 ⟶ 𝐴′

in 𝒜 , we have the following diagram:

𝒜(𝐴, 𝐺(𝐵)) ℬ(𝐹(𝐴), 𝐹𝐺(𝐵)) ℬ(𝐹(𝐴), 𝐵)

𝒜(𝐴′, 𝐺(𝐵)) ℬ(𝐹(𝐴′), 𝐹𝐺(𝐵)) ℬ(𝐹(𝐴′), 𝐵)

𝐹 (𝜀𝐵)∗

𝑓 ∗

𝐹

𝐹(𝑓 )∗

(𝜀𝐵)∗

𝐹(𝑓 )∗
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The left part of this diagram commutes by the functoriality of 𝐹 . The right side
also commutes. It follows that the entire diagram commutes, which entails
that the following, outer diagram commutes:

𝒜(𝐴, 𝐺(𝐵)) ℬ(𝐹(𝐴), 𝐵)

𝒜(𝐴′, 𝐺(𝐵)) ℬ(𝐹(𝐴′), 𝐵)

Φ𝐴,𝐵

𝑓 ∗

Φ𝐴′,𝐵

𝐹(𝑓 )∗

This proves the desired naturality.
For the naturality in 𝐵, we note that for every morphism

𝑔 ∶ 𝐵 ⟶ 𝐵′

in ℬ, we have the following diagram:

𝒜(𝐴, 𝐺(𝐵)) ℬ(𝐹(𝐴), 𝐹𝐺(𝐵)) ℬ(𝐹(𝐴), 𝐵)

𝒜(𝐴, 𝐺(𝐵′)) ℬ(𝐹(𝐴), 𝐹𝐺(𝐵′)) ℬ(𝐹(𝐴), 𝐵′)

𝐹

𝐺(𝑔)∗

(𝜀𝐵)∗

𝐹𝐺(𝑔)∗ 𝑔∗

𝐹 (𝜀𝐵′ )∗

The left side of this diagram commutes by the functoriality of 𝐹 . The right side
commutes by the naturality of 𝜀. It follows that the entire diagram commutes,
which entails that the following outer diagram commutes:

𝒜(𝐴, 𝐺(𝐵)) ℬ(𝐹(𝐴), 𝐵)

𝒜(𝐴, 𝐺(𝐵′)) ℬ(𝐹(𝐴), 𝐵′)

Φ𝐴,𝐵

𝐺(𝑔)∗ 𝑔∗

Φ𝐴,𝐵′

This shows the desired naturality.
We have thus constructed an adjunction between the two functors 𝐹 and 𝐺,

with 𝐹 left-adjoint to 𝐺. (We have constructed this adjunction in precisely
such a way that 𝜀 is its counit; we could have also constructed an adjunction
for which 𝜂 is its unit.)
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Exercise 2.3.11
There exists by assumption two elements 𝑎1 and 𝑎2 of 𝑈 (𝐴) that are distinct.

Let 𝑆 be some set and let 𝑠1 and 𝑠2 be any two distinct elements of 𝑆. We
consider the set-theoretic map

𝑓 ∶ 𝑆 ⟶ 𝑈(𝐴)
given by 𝑓 (𝑠1) ≔ 𝑎1, and 𝑓 (𝑠) ≔ 𝑎2 for every element 𝑠 of 𝑆 with 𝑠 ≠ 𝑎1. This
function corresponds to a morphism 𝑓 from 𝐹(𝑆) to𝐴, and the function 𝑓 can
be retrieved from the morphism 𝑓 via

𝑓 = 𝑈 (𝑓 ) ∘ 𝜂𝑆 .
It follows from the chain of relations

𝑈 (𝑓 )(𝜂𝑆(𝑠1)) = 𝑓 (𝑠1) = 𝑎1 ≠ 𝑎2 = 𝑓 (𝑠2) = 𝑈 (𝑓 )(𝜂𝑆(𝑠2))
that also 𝜂𝑆(𝑠1) ≠ 𝜂𝑆(𝑠2). We have thus shown that the map 𝜂𝑆 is injective.

There exists plenty of groups whose underlying set consists of at least two
elements. It follows from the above discussion that for every set 𝑆, the canon-
ical map from 𝑆 into the free group of 𝑆 is injective.

Exercise 2.3.12
Equivalence of categories between 𝐏𝐚𝐫 and 𝐒𝐞𝐭∗
In the following, we are sometimes presentedwith the following situation: we
are given a partially defined function (𝑆, 𝑓 ), a subset 𝑇 of 𝑆, and we wish to
consider the restriction of (𝑆, 𝑓 ) to 𝑇 . The proper notation for this restriction
is (𝑆, 𝑓 |𝑇 ).

(𝑇 , 𝑓 |𝑇 ) .
For better readability, we sometimes denote this restriction as

(𝑇 , 𝑓 )
instead. This shan’t lead to confusion, since the domain 𝑇 is still part of the
notation.

We define a functor 𝐹 from 𝐏𝐚𝐫 to 𝐒𝐞𝐭∗ as follows.
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• For every set 𝑋 , let 𝐹(𝑋) be the pointed set that arises from 𝑋 by adjoining
a base point 𝑥0. (More explicitly: let 𝑥0 be an element not contained in 𝑋 ,
and then let 𝐹(𝑋) be the pointed set (𝑋 ∪ {𝑥0}, 𝑥0). From a set-theoretic
perspective, this element 𝑥0 may be chosen to be the set 𝑋 itself, since no
set can be an element of itself.)

• Let (𝑆, 𝑓 ) be a partially defined function from a set 𝑋 to a set 𝑌 . Let 𝐹((𝑆, 𝑓 ))
be the pointed map from 𝐹(𝑋) to 𝐹(𝑌 ) given by

𝐹((𝑆, 𝑓 ))∶ 𝑥 ⟼ {𝑓 (𝑥) if 𝑥 ∈ 𝑆,
𝑦0 otherwise.13

These assignments define a functor from 𝐏𝐚𝐫 to 𝐒𝐞𝐭∗:
• Let 𝑋 be a set. The identity morphism of 𝑋 in the category 𝐏𝐚𝐫 is the
pair (𝑋 , 1𝑋 ), where 1𝑋 denotes the identity map on the set 𝑋 . The induced
map 𝐹((𝑋 , 1𝑋 )) sends every element of 𝑋 to itself, and also the basepoint 𝑥0
to itself. In other words, the map 𝐹((𝑋 , 1𝑋 )) is the identity map on the
set 𝐹(𝑋). In formula, 𝐹((𝑋 , 1𝑋 )) = 1𝐹(𝑋).

• Let 𝑋 , 𝑌 and 𝑍 be three sets, and let

(𝑆, 𝑓 )∶ 𝑋 ⟶ 𝑌 , (𝑇 , 𝑔)∶ 𝑌 ⟶ 𝑍
be two partially defined functions. The composite 𝐹((𝑇 , 𝑔)) ∘ 𝐹 ((𝑆, 𝑓 )) is
given on elements of 𝑋 as follows:

◦ The basepoint 𝑥0 is mapped to the basepoint 𝑦0 by 𝐹((𝑆, 𝑓 )), and then
further to the basepoint 𝑧0 by 𝐹((𝑇 , 𝑔)).

◦ Let 𝑥 be an element of𝑋 not contained in 𝑆. The element 𝑥 is first mapped
to the basepoint 𝑦0 by 𝐹((𝑆, 𝑓 )), and then further mapped to the base-
point 𝑧0 by 𝐹((𝑇 , 𝑔)).

◦ Let 𝑥 be an element of 𝑋 that is contained in the domain 𝑆 of 𝑓 , but not in
the preimage 𝑓 −1(𝑇 ). This element 𝑥 is first mapped to the point 𝑓 (𝑥) in 𝑌
by 𝐹((𝑆, 𝑓 )). The element 𝑓 (𝑥) lies outside 𝑇 , whence it is then further
mapped to the base point 𝑧0 by 𝐹((𝑇 , 𝑔)).

13One might think about the newly added base point 𝑦0 of 𝑌 as the value “𝚞𝚗𝚍𝚎𝚏𝚒𝚗𝚎𝚍”. The
map 𝐹((𝑆, 𝑓 )) is then an extension of the partially defined function (𝑆, 𝑓 ) to a map

𝑋 ∪ {𝚞𝚗𝚍𝚎𝚏𝚒𝚗𝚎𝚍} ⟶ 𝑌 ∪ {𝚞𝚗𝚍𝚎𝚏𝚒𝚗𝚎𝚍}
that maps all input values outside 𝑆 to 𝚞𝚗𝚍𝚎𝚏𝚒𝚗𝚎𝚍.
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◦ Let 𝑥 be an element of 𝑋 that is not only contained in 𝑆, but also in the
preimage 𝑓 −1(𝑇 ). This element 𝑥 is first mapped to the point 𝑓 (𝑥) in 𝑇
by 𝐹((𝑆, 𝑓 )), and then further mapped to the point 𝑔(𝑓 (𝑥)) by 𝐹((𝑇 , 𝑔)).

We find overall that the composite 𝐹((𝑇 , 𝑔)) ∘ 𝐹 ((𝑆, 𝑓 )) coincides with the
induced map 𝐹((𝑇 , 𝑔) ∘ (𝑆, 𝑓 )).14

The functor 𝐺 from 𝐒𝐞𝐭∗ to 𝐏𝐚𝐫, which will serve as an essential inverse
to 𝐹 , is easier to construct:

• Given a pointed set (𝑋 , 𝑥0), its image under 𝐺 is given by the set 𝑋 ∖ {𝑥0}.
• Given a pointed map

𝑓 ∶ (𝑋 , 𝑥0) ⟶ (𝑌 , 𝑦0) ,
its image under 𝐺 is given by the restriction of 𝑓 to the set 𝑋 ∖ 𝑔−1(𝑦0),
i.e., the partially defined function (𝑋 ∖ 𝑓 −1(𝑦0), 𝑓 ). The domain 𝑋 ∖ 𝑓 −1(𝑦0)
is a subset of 𝑋 ∖ {𝑥0} because the basepoint 𝑥0 is contained in the preim-
age 𝑓 −1(𝑦0).

This assignment 𝐺 is indeed a functor from 𝐒𝐞𝐭∗ to 𝐏𝐚𝐫:
• Let (𝑋 , 𝑥0) be a pointed set. Its identity morphism in the category 𝐒𝐞𝐭∗ is
simply the identity map of the set 𝑋 , i.e.,

1(𝑋 ,𝑥0) = 1𝑋 .
The resulting map 𝐺(1(𝑋 ,𝑥0)) is the restriction of 1𝑋 to the domain

𝑋 ∖ 1−1𝑋 (𝑥0) = 𝑋 ∖ {𝑥0} .
Therefore,

𝐺(1(𝑋 ,𝑥0)) = (𝑋 ∖ {𝑥0}, 1𝑋 ) = (𝑋 ∖ {𝑥0}, 1𝑋∖{𝑥0}) = 1𝐺((𝑋 ,𝑥0)) .
• Let

𝑓 ∶ (𝑋 , 𝑥0) ⟶ (𝑌 , 𝑦0) , 𝑔 ∶ (𝑌 , 𝑦0) ⟶ (𝑍, 𝑧0)
be two composable maps of pointed sets. We have the equality of sets

(𝑔 ∘ 𝑓 )−1(𝑧0) = 𝑓 −1(𝑔−1(𝑧0)) ,
14The composite (𝑇 , 𝑔) ∘ (𝑆, 𝑓 ) is the partially defined function (𝑓 −1(𝑇 ), 𝑔 ∘ 𝑓 ).

88



2.3 Adjunctions via initial objects

and therefore the equality of partially defined functions

𝐺(𝑔) ∘ 𝐺(𝑓 ) = (𝑌 ∖ 𝑔−1(𝑧0), 𝑔) ∘ (𝑋 ∖ 𝑓 −1(𝑦0), 𝑓 )
= (𝑓 −1(𝑌 ∖ 𝑔−1(𝑧0)), 𝑔 ∘ 𝑓 )
= (𝑓 −1(𝑌 ) ∖ 𝑓 −1(𝑔−1(𝑧0)), 𝑔 ∘ 𝑓 )
= (𝑋 ∖ (𝑔 ∘ 𝑓 )−1(𝑧0), 𝑔 ∘ 𝑓 )
= 𝐺(𝑔 ∘ 𝑓 ) .

In the following, we will show that the two functors 𝐹 and 𝐺 form an equiv-
alence of categories between 𝐏𝐚𝐫 and 𝐒𝐞𝐭∗. We do so by constructing natural
isomorphisms

𝛼 ∶ 1𝐏𝐚𝐫 ⟹ 𝐺𝐹 , 𝛽 ∶ 1𝐒𝐞𝐭∗ ⟹ 𝐹𝐺 .
We observe first that 𝐺𝐹 = 1𝐏𝐚𝐫. This allows us to choose 𝛼 as the identity

natural transformation.
To construct the natural isomorphism 𝛽 , let (𝑋 , 𝑥0) be a pointed set. The

pointed set 𝐹𝐺((𝑋 , 𝑥0)) is given by

(𝑋 ∖ {𝑥0} ∪ {𝑥 ′0}, 𝑥 ′0)
with 𝑥 ′0 ∉ 𝑋 ∖{𝑥0}. In other words: we first remove the base point 𝑥0 of 𝑋 , and
then add a new basepoint 𝑥 ′0 in its place. (We can, however, not ensure that
the newly added base point 𝑥 ′0 is set-theoretically equal to the previous base
point 𝑥0. This is why the composite 𝐹𝐺 won’t be the identity functor of 𝐒𝐞𝐭∗,
but will only be isomorphic to it.) The map

𝛽(𝑋 ,𝑥0)∶ (𝑋 , 𝑥0) ⟶ (𝑋 ∖ {𝑥0} ∪ {𝑥 ′0}, 𝑥 ′0)
given by

𝑥 ⟼ {𝑥
′0 if 𝑥 = 𝑥0,

𝑥 otherwise,

is therefore an isomorphism of pointed sets from (𝑋 , 𝑥0) to 𝐹𝐺((𝑋 , 𝑥0)).
Let us show the naturality of 𝛽 . For this, let

𝑓 ∶ (𝑋 , 𝑥0) ⟶ (𝑌 , 𝑦0) ,
be a pointed map. The domain and codomain 𝐺𝐹(𝑓 ) are given by

𝐺𝐹((𝑋 , 𝑥0)) = 𝑋0 ∖ {𝑥0} ∪ {𝑥 ′0} , 𝐺𝐹((𝑌 , 𝑦0)) = 𝑌0 ∖ {𝑦0} ∪ {𝑦 ′0}
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respectively. The pointed map 𝐺𝐹(𝑓 ) is given by

𝐺𝐹(𝑓 )(𝑥) = {𝑦
′0 if 𝑥 = 𝑥 ′0 ,

𝑓 (𝑥) otherwise,

for every element 𝑥 of 𝐺𝐹((𝑋 , 𝑥0)) = 𝑋0 ∖ {𝑥0} ∪ {𝑥 ′0}. The diagram

(𝑋 , 𝑥0) (𝑌 , 𝑦0)

𝐺𝐹((𝑋 , 𝑥0)) 𝐺𝐹((𝑌 , 𝑦0))

𝑓

𝛽(𝑋 ,𝑥0) 𝛽(𝑌 ,𝑦0)

𝐺𝐹(𝑓 )

therefore commutes, showing the naturality of 𝛽 .
We have overall constructed a natural isomorphism 𝛽 from 1𝐒𝐞𝐭∗ to 𝐺𝐹 .

Description of 𝐒𝐞𝐭∗ as a coslice category

We can describe the category 𝐒𝐞𝐭∗ as the coslice category 𝟙/𝐒𝐞𝐭, where 𝟙 ≔ {∗}
is an one-element set.

• An object of the category 𝟙/𝐒𝐞𝐭 is a pair (𝑋 , 𝜉 ) consisting of a set 𝑋 and a
map 𝜉 from 𝟙 to 𝑋 . This map 𝜉 amounts to picking out an element 𝑥0 of 𝑋 ,
namely the element 𝜉 (∗).

• A morphism
𝑓 ∶ (𝑋 , 𝜉 ) ⟶ (𝑌 , 𝜐)

in 𝐒𝐞𝐭∗ is a set-theoretic map 𝑓 from 𝑋 to 𝑌 that makes the diagram

𝟙

𝑋 𝑌

𝜉 𝜐

𝑓

commute. The commutativity of this diagram can be expressed in terms of
the points 𝑥0 ≔ 𝜉(∗) and 𝑦0 ≔ 𝜐(∗) as the equality

𝑓 (𝑥0) = 𝑦0 .
That means that a morphism from (𝑋 , 𝜉 ) to (𝑌 , 𝜐) is the same as a pointed
map from (𝑋 , 𝑥0) to (𝑌 , 𝑦0).
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• The composition of morphisms is 𝐒𝐞𝐭∗ is the usual composition of functions,
and the same goes for the coslice category 𝟙/𝐒𝐞𝐭.
We can see from these observations that the two categories 𝐒𝐞𝐭∗ and 𝟙/𝐒𝐞𝐭

are isomorphic.
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3.1 Constructions with sets

Exercise 3.1.1
Left adjoint

For any two sets𝐴 and 𝐵, let 𝑖𝐴 and 𝑗𝐵 denote the inclusionmaps from𝐴 and 𝐵
to 𝐴 + 𝐵 respectively.

There exists for every pair (𝑓 , 𝑔) of maps

𝑓 ∶ 𝐴 ⟶ 𝐴′ , 𝑔 ∶ 𝐵 ⟶ 𝐵′

a unique induced map

𝑓 + 𝑔 ∶ 𝐴 + 𝐵 ⟶ 𝐴′ + 𝐵′ ,

such that
(𝑓 + 𝑔) ∘ 𝑖𝐴 = 𝑓 and (𝑓 + 𝑔) ∘ 𝑗𝐵 = 𝑔 .1

We have for every two sets 𝐴 and 𝐵 the equality

1𝐴 + 1𝐵 = 1𝐴+𝐵 ,
1If one thinks about the sum 𝐴 + 𝐵 as the disjoint union of the sets 𝐴 and 𝐵, then the

function 𝑓 + 𝑔 is given for every element 𝑥 of 𝐴 + 𝐵 by

(𝑓 + 𝑔)(𝑥) = {𝑓 (𝑥) if 𝑥 ∈ 𝐴,

𝑔(𝑥) if 𝑥 ∈ 𝐵.
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and for all maps of the form

𝑓 ∶ 𝐴 ⟶ 𝐴′ , 𝑓 ′∶ 𝐴′ ⟶ 𝐴″ , 𝑔 ∶ 𝐵 ⟶ 𝐵′ , 𝑔′∶ 𝐵′ ⟶ 𝐵″ ,

the equality
(𝑓 ′ + 𝑔′) ∘ (𝑓 + 𝑔) = (𝑓 ′ ∘ 𝑓 ) + (𝑔′ ∘ 𝑔) .

This means that we have a functor

𝑆 ∶ 𝐒𝐞𝐭 × 𝐒𝐞𝐭 ⟶ 𝐒𝐞𝐭

that is given by

𝑆(𝐴, 𝐵) ≔ 𝐴 + 𝐵 and 𝑆(𝑓 , 𝑔) = 𝑓 + 𝑔

for every object (𝐴, 𝐵) of 𝐒𝐞𝐭 × 𝐒𝐞𝐭 and every morphism (𝑓 , 𝑔) of 𝐒𝐞𝐭 × 𝐒𝐞𝐭.
We have for every three sets 𝐴, 𝐵 and 𝐶 a bijection

𝐒𝐞𝐭(𝐴 + 𝐵, 𝐶) ⟶ 𝐒𝐞𝐭(𝐴, 𝐶) × 𝐒𝐞𝐭(𝐵, 𝐶) ,

given by
ℎ ⟼ (ℎ ∘ 𝑖𝐴, ℎ ∘ 𝑗𝐵) .

The codomain of this bijection can be rewritten as

𝐒𝐞𝐭(𝐴, 𝐶) × 𝐒𝐞𝐭(𝐵, 𝐶) = (𝐒𝐞𝐭 × 𝐒𝐞𝐭)((𝐴, 𝐵), (𝐶, 𝐶))
= (𝐒𝐞𝐭 × 𝐒𝐞𝐭)((𝐴, 𝐵), Δ(𝐶)) ,

and its domain as
𝐒𝐞𝐭(𝑆(𝐴, 𝐵), 𝐶) .

We have thus constructed a bijection

𝐒𝐞𝐭(𝑆(𝐴, 𝐵), 𝐶) ⟶ (𝐒𝐞𝐭 × 𝐒𝐞𝐭)((𝐴, 𝐵), Δ(𝐶)) .

It can be checked that this bijection is natural in both (𝐴, 𝐵) and 𝐶 . The
functor 𝑆 is therefore left adjoint to the diagonal functor Δ.
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Right adjoint

Every pair (𝑓 , 𝑔) of maps

𝑓 ∶ 𝐴 ⟶ 𝐴′ , 𝑔 ∶ 𝐵 ⟶ 𝐵′

induces a map
𝑓 × 𝑔 ∶ 𝐴 × 𝐵 ⟶ 𝐴′ × 𝐵′

given by
(𝑓 × 𝑔)(𝑎, 𝑏) ≔ (𝑓 (𝑎), 𝑔(𝑏))

for every element (𝑎, 𝑏) of 𝐴 × 𝐵. We have for every two sets 𝐴 and 𝐵 the
equality

1𝐴 × 1𝐵 = 1𝐴×𝐵 ,
and for any maps of the form

𝑓 ∶ 𝐴 ⟶ 𝐴′ , 𝑓 ′∶ 𝐴′ ⟶ 𝐴″ , 𝑔 ∶ 𝐵 ⟶ 𝐵′ , 𝑔′∶ 𝐵′ ⟶ 𝐵″ ,
the equality

(𝑓 ′ × 𝑔′) ∘ (𝑓 × 𝑔) = (𝑓 ′ ∘ 𝑓 ) × (𝑔′ ∘ 𝑔) .
This means that we have a functor

𝑃 ∶ 𝐒𝐞𝐭 × 𝐒𝐞𝐭 ⟶ 𝐒𝐞𝐭
that is given by

𝑃(𝐴, 𝐵) ≔ 𝐴 × 𝐵 , 𝑃(𝑓 , 𝑔) = 𝑓 × 𝑔
for every object (𝐴, 𝐵) of 𝐒𝐞𝐭 × 𝐒𝐞𝐭 and every morphism (𝑓 , 𝑔) of 𝐒𝐞𝐭 × 𝐒𝐞𝐭.

We have for every three sets 𝐴, 𝐵 and 𝐶 a bijection

𝐒𝐞𝐭(𝐴, 𝐵) × 𝐒𝐞𝐭(𝐴, 𝐶) ,⟶ 𝐒𝐞𝐭(𝐴, 𝐵 × 𝐶)
given by

(𝑓 , 𝑔) ⟼ [𝑎 ⟼ (𝑓 (𝑎), 𝑔(𝑎))]
for every element (𝑓 , 𝑔) of 𝐒𝐞𝐭(𝐴, 𝐵) × 𝐒𝐞𝐭(𝐴, 𝐶). The domain of this bijection
can be rewritten as

𝐒𝐞𝐭(𝐴, 𝐵) × 𝐒𝐞𝐭(𝐴, 𝐶) = (𝐒𝐞𝐭 × 𝐒𝐞𝐭)((𝐴, 𝐴), (𝐵, 𝐶))
= (𝐒𝐞𝐭 × 𝐒𝐞𝐭)(Δ(𝐴), (𝐵, 𝐶)) ,
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and its codomain as
𝐒𝐞𝐭(𝐴, 𝑃(𝐵, 𝐶)) .

We have thus constructed a bijection

(𝐒𝐞𝐭 × 𝐒𝐞𝐭)(Δ(𝐴), (𝐵, 𝐶)) ⟶ 𝐒𝐞𝐭(𝐴, 𝑃(𝐵, 𝐶)) .
It can be checked that this bijection is natural in both 𝐴 and (𝐵, 𝐶). The
functor 𝑃 is therefore right adjoint to the diagonal functor Δ.

Exercise 3.1.2
An object of 𝒞 is a triple (𝑋 , 𝑥0, 𝑓 ) consisting of a set 𝑋 , an element 𝑥0 of 𝑋 ,
and a function 𝑓 from 𝑋 to 𝑋 . Given two such objects (𝑋 , 𝑥0, 𝑓 ) and (𝑌 , 𝑦0, 𝑔),
a morphism from (𝑋 , 𝑥0, 𝑓 ) to (𝑌 , 𝑦0, 𝑔) in 𝒞 is a set-theoretic map 𝜑 from 𝑋
to 𝑌 that satisfies the condition

𝜑(𝑥0) = 𝑦0
and that makes the square diagram

𝑋 𝑋

𝑌 𝑌

𝑓

𝜑 𝜑

𝑔

commute. The composition of two such morphisms is the usual composition
of functions.

3.2 Small and large categories

Exercise 3.2.12
(a)

We replace the power set 𝒫 (𝐴) by an arbitrary complete lattice 𝑃 , i.e., by a
partially ordered set in which every subset admits a supremum.

Let 𝑅 be the set of all elements of 𝑃 that are increased by 𝜃 , i.e.,
𝑅 ≔ {𝑟 ∈ 𝑃 | 𝑟 ≤ 𝜃(𝑟)} .
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We observe that the set 𝑅 is closed under the action of 𝜃 . Indeed, let 𝑟 be
any element of 𝑅. It follows from the inequality 𝑟 ≤ 𝜃(𝑟) that 𝜃(𝑟) ≤ 𝜃(𝜃(𝑟))
because the map 𝜃 is order-preserving. This inequality 𝜃(𝑟) ≤ 𝜃(𝜃(𝑟)) tells us
that the element 𝜃(𝑟) is again contained in the set 𝑅.

Let 𝑠 be the supremum of 𝑅. We show in the following that 𝑠 is a fixed point
of 𝜃 . That is, we need to show that 𝜃(𝑠) = 𝑠. We will do so by showing that
both 𝑠 ≤ 𝜃(𝑠) and 𝜃(𝑠) ≤ 𝑠.

We observe that the second inequality follows from the first. Indeed, sup-
pose for a moment that 𝑠 ≤ 𝜃(𝑠). This inequality tells us that the supremum 𝑠
is itself again contained in the set 𝑅. It then follows that 𝜃(𝑠) is also contained
in 𝑅, because 𝑅 is closed under 𝜃 . But 𝑠 is the supremum of 𝑅, so that 𝑟 ≤ 𝑠
for every element 𝑟 of 𝑅. We may choose 𝑟 as 𝜃(𝑠), and thus find that 𝜃(𝑠) ≤ 𝑠.

We are left to show the inequality 𝑠 ≤ 𝜃(𝑠). We note that

sup 𝜃(𝑋) ≤ 𝜃(sup𝑋)

for every subset 𝑋 of 𝑃 because the map 𝜃 is order-preserving. By choosing
for 𝑋 the set 𝑅, we find that

𝑠 = sup 𝑅 = sup
𝑟∈𝑅

𝑟 ≤ sup
𝑟∈𝑅

𝜃(𝑟) = sup 𝜃(𝑅) ≤ 𝜃(sup 𝑅) = 𝜃(𝑠) ,

where we used once again that the map 𝜃 is order-preserving and that the
set 𝑅 is closed under the action of 𝜃 .

(b)

We are tasked to show that there exists a subset 𝑆 of 𝐴 with

𝑔(𝐵 ∖ 𝑓 (𝑆)) = 𝐴 ∖ 𝑆 .

By taking the complements of both side of this equality, we can express the
equality equivalently as

𝑆 = 𝐴 ∖ 𝑔(𝐵 ∖ 𝑓 (𝑆)) .

We hence need to show that the map

𝜃 ∶ 𝒫 (𝐴) ⟶ 𝒫 (𝐴) , 𝑆 ⟼ 𝐴 ∖ 𝑔(𝐵 ∖ 𝑓 (𝑆))
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admits a fixed point. According to part (a) of this exercise, it suffices to show
that 𝜃 is order-preserving. To this end, we note that 𝜃 is the composite of the
four maps

𝑆 ⟼ 𝑓 (𝑆) , 𝑇 ⟼ 𝐵 ∖ 𝑇 , 𝑈 ⟼ 𝑔(𝑈 ) , 𝑉 ⟼ 𝐴 ∖ 𝑉 .
The first and third of these maps are order-preserving, and the second and
fourth are order-reversing. It follows that 𝜃 is order-preserving, as desired.

(c)

Let 𝐴 and 𝐵 be two sets with |𝐴| ≤ |𝐵| and |𝐵| ≤ |𝐴|. By definition, this means
that there exist injective functions

𝑓 ∶ 𝐴 ⟶ 𝐵 and 𝑔 ∶ 𝐵 ⟶ 𝐴 .
There exists by the previous part of this exercise a subset 𝑆 of 𝐴 with

𝑔(𝐵 ∖ 𝑓 (𝑆)) = 𝐴 ∖ 𝑆 . (3.1)

Let 𝑇 be the image of 𝑆 under 𝑓 , i.e., let 𝑇 ≔ 𝑓 (𝑆). The injection 𝑓 restricts
to a bijection between the sets 𝑆 and 𝑇 , and formula (3.1) tells us that the
injection 𝑔 restricts to a bijection between 𝐵 ∖ 𝑇 and 𝐴 ∖ 𝑆. By combining
these two bijections, we arrive at a bijection between the sets 𝐴 and 𝐵.

The existence of such a bijection shows that 𝐴 and 𝐵 have the same cardi-
nality.

Exercise 3.2.13
(a)

We denote the given subset of 𝐴 by 𝑆. Suppose that there exists an element 𝑎
of 𝐴 with 𝑆 = 𝑓 (𝑎). We may wonder if the element 𝑎 is contained in the set 𝑆.
By the definition of 𝑆, we have the equivalence

𝑎 ∈ 𝑆 ⟺ 𝑎 ∉ 𝑓 (𝑎) .
By the choice of 𝑎, we have the equivalence

𝑎 ∉ 𝑓 (𝑎) ⟺ 𝑎 ∉ 𝑆 .
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By combining both of these equivalences, we arrive at the contradiction

𝑎 ∈ 𝑆 ⟺ 𝑎 ∉ 𝑆 .
We hence find that the desired element 𝑎 cannot exist. Therefore, 𝑓 cannot
be surjective.

(b)

We know that |𝐴| ≤ |𝒫 (𝐴)| because there exists an injective function from 𝐴
to 𝒫 (𝐴), giving by the mapping 𝑎 ↦ {𝑎}.

But we have seen in part (a) of this exercise that there exists no surjective
function from𝐴 to𝒫 (𝐴). This entails that there exists no bijection between𝐴
and 𝒫 (𝐴), so that |𝐴| ≠ |𝒫 (𝐴)|.

By combining both of these observations, we find that |𝐴| < |𝒫 (𝐴)|.

Exercise 3.2.14
(a)

Let (𝐴𝑖)𝑖∈𝐼 be a family of objects of𝒜 , where 𝐼 is some index set. We are tasked
with finding an object 𝐴 of 𝒜 that is isomorphic to none of the objects 𝐴𝑖.

It suffices to find an object𝐴 of𝒜 for which the set 𝑈 (𝐴) is non-isomorphic
to each of sets 𝑈 (𝐴𝑖), since the functor 𝑈 preserves isomorphisms. We can
ensure these non-isomorphisms by making the set 𝑈 (𝐴) have strictly larger
cardinality than each of the sets 𝑈 (𝐴𝑖). To ensure that 𝑈 (𝐴) has strictly larger
cardinality than 𝑈 (𝐴𝑖) for every index 𝑖 at the same time, we will choose the
object 𝐴 so that 𝑈 (𝐴) has strictly larger cardinality than the set ∑𝑖∈𝐼 𝑈 (𝐴𝑖).2
To summarize our discussion: we need to find an object 𝐴 of 𝒜 such that

|∑
𝑖∈𝐼

𝑈 (𝐴𝑖)| < |𝑈 (𝐴)| .

The functor 𝑈 is part of an adjunction (𝐹 , 𝑈 , 𝜂, 𝜀) between the categories𝒜
and 𝐒𝐞𝐭 (by assumption). We know from Exercise 2.3.11 that under the given
assumptions, the map

𝜂𝑃 ∶ 𝑃 ⟶ 𝑈𝐹(𝑃)
2Here we use that 𝐼 is a set, to ensure that the sum ∑𝑖∈𝐼 𝐴𝑖 exists.
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is injective for every set 𝑃 . We have therefore the inequality

|𝑃 | ≤ |𝑈 𝐹(𝑃)|

for every set 𝑃 . If we choose the set 𝑃 to be of strictly larger cardinality than
the set ∑𝑖∈𝐼 𝑈 (𝐴𝑖) (e.g., its power set), then it follows for the object 𝐴 ≔ 𝐹(𝑃)
of 𝒜 that

|∑
𝑖∈𝐼

𝑈 (𝐴𝑖)| ≤ |𝑃 | ≤ |𝑈 𝐹(𝑃)| = |𝑈 (𝐴)| .

We have thus found the desired object 𝐴.
Let us summarize our findings: given a set 𝑃 of strictly larger cardinal-

ity than the sum ∑𝑖∈𝐼 𝑈 (𝐴𝑖), we have for the object 𝐴 ≔ 𝐹(𝑃) the chain of
inequalities

|𝑈 (𝐴𝑗)| ≤ |∑
𝑖∈𝐼

𝑈 (𝐴𝑖)| < |𝑃 | ≤ |𝑈 𝐹(𝑃)| = |𝑈 (𝐴)|

for every index 𝑗. These inequalities show that each set 𝑈 (𝐴𝑗) is non-iso-
morphic to the set 𝑈 (𝐴), whence each object 𝐴𝑗 is non-isomorphic to the
object 𝐴.

(b)

Suppose that the category 𝒜 is essentially small. This means that there ex-
ists a small category ℬ equivalent to 𝒜 . Such an equivalence between 𝒜
and ℬ induces a bijection between the class of isomorphism classes of ob-
jects of 𝒜 and the class of isomorphism classes of objects of ℬ. (In other
words, a bijection between the quotient classes 𝒜/≅ and ℬ/≅.) It follows
that the category ℬ again satisfies the assumption of part (a) of this exer-
cise. But the category ℬ is small, whence the family of objects (𝐵)𝐵∈Ob(ℬ) is
indexed by a set. This family contains all objects of ℬ, contradicting part (a)
of this exercise.

(c)

We have for each of the given categories a forgetful functor to 𝐒𝐞𝐭, which then
admits a left adjoint:
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• The forgetful functor from 𝐒𝐞𝐭 to 𝐒𝐞𝐭 is the identity functor of 𝐒𝐞𝐭, whose
left adjoint is again the identity functor.

• For the algebraic categories 𝐕𝐞𝐜𝐭𝕜, 𝐆𝐫𝐩, 𝐀𝐛, and 𝐑𝐢𝐧𝐠, the respective left
adjoint functors assigns to any set𝑋 the respective free algebraic structures
on 𝑋 .

• For the forgetful functor from 𝐓𝐨𝐩 to 𝐒𝐞𝐭, its left adjoint assigns to each
set 𝑋 the discrete topological space whose underlying set is 𝑋 .

Each of categories 𝐒𝐞𝐭, 𝐕𝐞𝐜𝐭𝕜, 𝐆𝐫𝐩, 𝐀𝐛, 𝐑𝐢𝐧𝐠 and 𝐓𝐨𝐩 contains an object
whose underlying set consists of at least two distinct elements. These cate-
gories hence satisfy the assumption of part (a) of this exercise. It follows from
part (b) of this exercise that these categories are not essentially small.

Exercise 3.2.15
(a)

We can use the strategy developed in Exercise 2.3.14 to see that the cate-
gory 𝐌𝐨𝐧 is not essentially small. It is therefore also not small. It is, how-
ever, locally small, since it admits a faithful functor to the locally small cate-
gory 𝐒𝐞𝐭.

(b)

The given category is small because its collection of morphisms is the under-
lying set of ℤ. This entails that the given category is both essentially small
and locally small.

(c)

The given category is locally small because there exists at most onemorphism
between any two objects of its objects. Its class of objects is the underlying set
of ℤ, and therefore a set. It follows that this category is small, and therefore
also essentially small.

(d)

We can regard every set as a discrete category. This allows us to regard 𝐒𝐞𝐭
as a full subcategory of 𝐂𝐚𝐭. Two sets are isomorphic if and only if they
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are isomorphic as discrete categories. The inclusion from 𝐒𝐞𝐭 and 𝐂𝐚𝐭 does
therefore induce an injection

𝐒𝐞𝐭/≅ ⟶ 𝐂𝐚𝐭/≅ .

It follows that if 𝐂𝐚𝐭 were to be essentially small, then 𝐒𝐞𝐭 would also be
essentially small. But we know from Exercise 3.2.14 that this is not the case.

We therefore find that𝐂𝐚𝐭 is not essentially small, and hence also not small.
The category 𝐂𝐚𝐭 is, however, locally small. To see this, let 𝒜 and ℬ be

two objects of 𝐂𝐚𝐭. This means that both 𝒜 and ℬ are small categories. Ev-
ery functor from 𝒜 to ℬ is uniquely determined by its action on the mor-
phisms of 𝒜 , whence the class 𝐂𝐚𝐭(𝒜 ,ℬ) can be identified with a subset of
the set Mor(ℬ)Mor(𝒜).3 This entails that 𝐂𝐚𝐭(𝒜 ,ℬ) is again a set.

(e)

There exists for every family of cardinals (𝜅𝑖)𝑖∈𝐼 a cardinal 𝜆 that is distinct to
each 𝜅𝑖. (One may take for 𝜆 the cardinal associated to the power set of the
sum ∑𝑖∈𝐼 𝜅𝑖. This cardinal is then of strictly larger cardinality than each 𝜅𝑖.)
The collection of all cardinals is therefore a proper class, and not a set. It fol-
lows that the given category is not locally small. It is therefore not essentially
small, and hence also not small.

Exercise 3.2.16

The functor 𝐷
We can regard every set 𝐴 as a discrete category, which we then denote
by 𝐷(𝐴). Every set-theoretic function

𝑓 ∶ 𝐴 ⟶ 𝐵

can then be regarded as a functor 𝐷(𝑓 ) from 𝐷(𝐴) to 𝐷(𝐵). We arrive in
this way at a functor 𝐷 from 𝐒𝐞𝐭 to 𝐂𝐚𝐭. This functor is left adjoint to the
functor 𝑂.

3We denote here for every category ℬ the class of morphisms in 𝒞 by Mor(𝒞 ).
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The functor 𝐼
We can similarly regard every set 𝐴 is an indiscrete category, which we will
then denote by 𝐼 (𝐴). The objects of 𝐼 (𝐴) are the elements of 𝐴, and there
exists for any two elements 𝑎 and 𝑎′ of 𝐴 precisely one morphism from 𝑎 to 𝑎′
in 𝐼 (𝐴). The composition of morphisms in 𝐼 (𝐴) is defined in the only possible
way.4 Every set-theoretic function

𝑓 ∶ 𝐴 ⟶ 𝐵
can be uniquely extended to a functor 𝐼 (𝑓 ) from 𝐼 (𝐴) to 𝐼 (𝐵). We arrive in
this way at a functor 𝐼 from 𝐒𝐞𝐭 to 𝐂𝐚𝐭. This functor is right adjoint to the
given functor 𝑂.

The functor 𝐶
Every category 𝒜 has an underlying undirected graph, which in turn has
connected components. We will call these the connected components of 𝒜 .
The class of connected components of 𝒜 will be denoted by 𝐶(𝒜).

If the category 𝒜 is small, then its collections of objects is a set, whence
its collection of connected components is a set. Every functor

𝐹 ∶ 𝒜 ⟶ ℬ
maps the connected components of𝒜 into connected components ofℬ, and
therefore induces a map

𝐶(𝐹)∶ 𝐶(𝒜) ⟶ 𝐶(ℬ) .
We arrive in this way at a functor 𝐶 from𝐂𝐚𝐭 to 𝐒𝐞𝐭. This functor is left adjoint
to the previous functor 𝐷.

3.3 Historical remarks

Exercise 3.3.1
I asked myself. I could not state any axiomatization of sets, and my principles
for working with sets can be described as naive set theory.

4The category 𝐼 (𝐴) may also be constructed by endowing the set 𝐴 with the preorder ≤
with 𝑎 ≤ 𝑎′ for every two elements 𝑎 and 𝑎′ of𝐴, and then regard the preordered set (𝐴, ≤)
as a category.
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Representables

4.1 Definitions and examples

Exercise 4.1.26
• We can assign to each topological space𝑋 its set of path-components π0(𝑋),
resulting in a functor

π0∶ 𝐡𝐓𝐨𝐩 ⟶ 𝐒𝐞𝐭 .
This functor is represented by the one-point topological space.

• We have a functor (−)× that assigns to each ring its group of units, i.e., its
multiplicative group of invertible elements. When this functor is composed
with the forgetful functor from 𝐆𝐫𝐩 to 𝐒𝐞𝐭, it becomes representable by the
ring of integral Laurent series ℤ[𝑡, 𝑡−1].

• Let 𝐺 be a group. To every 𝐺-set 𝑋 we can assign its set 𝑋 𝐺 of fixed points,
i.e., the set

𝑋 𝐺 = {𝑥 ∈ 𝑋 | 𝑔 ⋅ 𝑥 = 𝑥 for every element 𝑔 of 𝐺} .
Every homomorphism of 𝐺-sets restricts to a map between fixed points,
whence the construction (−)𝐺 results in a functor from 𝐺-𝐒𝐞𝐭 to 𝐒𝐞𝐭. This
functor is represented by the one-point 𝐺-set.

Exercise 4.1.27
Let 𝛼 be a natural isomorphism from 𝐻𝐴 to 𝐻𝐴′ . This means that we have for
every object 𝐵 a bijection

𝛼𝐵 ∶ 𝒜(𝐵, 𝐴) ⟶ 𝒜(𝐵, 𝐴′) ,
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such that these bijections are compatible in the following sense: for every
morphism

𝑔 ∶ 𝐵 ⟶ 𝐵′

in ℬ, the following square diagram commutes:

𝒜(𝐵′, 𝐴) 𝒜(𝐵′, 𝐴′)

𝒜(𝐵, 𝐴) 𝒜(𝐵, 𝐴′)

𝛼𝐵

𝑔∗ 𝑔∗

𝛼𝐵′

(4.1)

Under the bijection

𝛼𝐴∶ 𝒜(𝐴,𝐴) ⟶ 𝒜(𝐴,𝐴′) ,
the identity morphism of 𝐴 has an image in 𝒜(𝐴,𝐴′), which we will denote
by 𝜑. Similarly, under the bijection

𝛼𝐴′ ∶ 𝒜(𝐴′, 𝐴) ⟶ 𝒜(𝐴,𝐴) ,
the identity morphism of 𝐴′ has a unique preimage in 𝒜(𝐴′, 𝐴), which we
will denote by 𝜓 . We have thus found two morphisms

𝜑 ∶ 𝐴 ⟶ 𝐴′ , 𝜓 ∶ 𝐴′ ⟶ 𝐴.
Wewill show in the following that these twomorphisms are mutually inverse
isomorphisms.

We can consider the commutative diagram (4.1) in the special cases of 𝜑
and 𝜓 in place of 𝑔. This gives us the following two commutative diagrams:

𝒜(𝐴′, 𝐴) 𝒜(𝐴′, 𝐴′)

𝒜(𝐴, 𝐴) 𝒜(𝐴,𝐴′)

𝛼𝐴

𝜑∗ 𝜑∗

𝛼𝐴′

𝒜(𝐴,𝐴) 𝒜(𝐴,𝐴′)

𝒜(𝐴′, 𝐴) 𝒜(𝐴′, 𝐴′)

𝛼𝐴

𝜓 ∗ 𝜓 ∗

𝛼𝐴′

We get from the commutativity of the left-hand diagram that

𝛼𝐴′(𝜓 ∘ 𝜑) = 𝛼𝐴′(𝜑∗(𝜓 )) = 𝜑∗(𝛼𝐴(𝜓 )) = 𝜑∗(1𝐴′) = 1𝐴′ ∘ 𝜑 = 𝜑 = 𝛼𝐴′(1𝐴) ,
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and therefore
𝜓 ∘ 𝜑 = 1𝐴

by the injectivity of 𝛼𝐴′ . We also get from the commutativity of the right-hand
diagram that

𝜑 ∘ 𝜓 = 𝜓 ∗(𝜑) = 𝜓 ∗(𝛼𝐴(1𝐴)) = 𝛼𝐴′(𝜓 ) = 1𝐴′ .
These calculations show that the twomorphisms 𝜑 and 𝜓 are indeed mutually
inverse isomorphisms.

The existence of the isomorphisms 𝜑 and 𝜓 shows that the two objects 𝐴
and 𝐴′ are isomorphic.

Exercise 4.1.28
For every group 𝐺, the set 𝑈𝑝(𝐺) may more tactically be expressed at

𝑈𝑝(𝐺) = {𝑔 ∈ 𝐺 | 𝑔𝑝 = 1} .
We see from this alternative description of 𝑈𝑝 that every homomorphism of
groups

𝜑 ∶ 𝐺 ⟶ 𝐻
restricts to a map from 𝑈𝑝(𝐺) to 𝑈𝑝(𝐻). We denote this restriction by 𝑈𝑝(𝜑).
This action on morphisms gives us the desired functor 𝑈𝑝 from 𝐆𝐫𝐩 to 𝐒𝐞𝐭.

Let 𝐺 be a group. By the homomorphism theorem, a homomorphism of
groups 𝜓 from ℤ/𝑝ℤ to 𝐺 corresponds one-to-one to a homomorphism of
groups 𝜑 from ℤ to 𝐺 with 𝑝ℤ ⊆ ker(𝜑), via the formula

𝜓([𝑛]) = 𝜑(𝑛) for all 𝑛 ∈ ℤ .
We already know that homomorphisms from ℤ to 𝐺 correspond to elements
of 𝐺, with the homomorphism 𝜑 corresponding to the element 𝜑(1) of 𝐺. The
condition 𝑝ℤ ⊆ ker(𝜑) is then equivalent to the condition 𝑝 ∈ ker(𝜑), and
thus equivalent to the condition 𝜑(1)𝑝 = 1. This means altogether that we
have a bijection

𝛼𝐺 ∶ 𝐆𝐫𝐩(ℤ/𝑝ℤ, 𝐺) ⟶ 𝑈𝑝(𝐺) , 𝜓 ⟼ 𝜓([1]) .
Let us now show that the bijection 𝛼𝐺 is natural in 𝐺. For this, we need to

show that for every homomorphism of groups

𝜑 ∶ 𝐺 ⟶ 𝐻
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the following diagram commutes:

𝐆𝐫𝐩(ℤ/𝑝ℤ, 𝐺) 𝐆𝐫𝐩(ℤ/𝑝ℤ, 𝐻)

𝑈𝑝(𝐺) 𝑈𝑝(𝐻)

𝜑∗

𝛼𝐺 𝛼𝐻

𝑈𝑝(𝜑)

To this end, we have the chain of equalities

𝛼𝐻 (𝜑∗(𝜓 )) = 𝛼𝐻 (𝜑 ∘ 𝜓 )
= (𝜑 ∘ 𝜓 )([1])
= 𝜑(𝜓 ([1]))
= 𝜑(𝛼𝐺(𝜓 ))
= 𝑈𝑝(𝜑)(𝛼𝐺(𝜓 ))

for every element 𝜓 of 𝐆𝐫𝐩(ℤ/𝑝ℤ, 𝐺).
We have overall constructed a natural isomorphism 𝛼 from the represented

functor 𝐆𝐫𝐩(ℤ/𝑝ℤ, −) to the functor 𝑈𝑝 . The existence of such an isomor-
phism shows that the two functors are isomorphic.

Exercise 4.1.29

Let 𝑅 be a ring. We know from algebra that there exists for every element 𝑟
of 𝑅 a unique homomorphism of rings 𝜙 from ℤ[𝑥] to 𝑅 with 𝜙(𝑥) = 𝑟 .1 This
means that the map

𝜀𝑅 ∶ 𝐑𝐢𝐧𝐠(ℤ[𝑥], 𝑅) ⟶ 𝑅 , 𝜙 ⟼ 𝜙(𝑥)

is bijective. We claim that the bijection 𝜀𝑅 is natural in 𝑅.
To prove this naturality, we need to show that for every homomorphism

of rings

𝑓 ∶ 𝑅 ⟶ 𝑆 ,
1This homomorphism 𝜙 maps any polynomial ∑𝑛 𝑎𝑛𝑥𝑛 in ℤ[𝑥] to the element ∑𝑛 𝑎𝑛𝑟𝑛 of 𝑅.
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the square diagram

𝐑𝐢𝐧𝐠(ℤ[𝑥], 𝑅) 𝑅

𝐑𝐢𝐧𝐠(ℤ[𝑥], 𝑆) 𝑆

𝜀𝑅

𝑓∗ 𝑓

𝜀𝑆

commutes. To this end, we have for every element 𝜙 of 𝐑𝐢𝐧𝐠(ℤ[𝑥], 𝑅) the
chain of equalities

𝑓 (𝜀𝑅(𝜙)) = 𝑓 (𝜙(𝑥)) = (𝑓 ∘ 𝜙)(𝑥) = 𝜀𝑅(𝑓 ∘ 𝜙) = 𝜀𝑅(𝑓∗(𝜙)) .

This shows that the bijections 𝜀𝑅, where 𝑅 ranges through the class of rings,
assemble into a natural isomorphism 𝜀 from the functor 𝐑𝐢𝐧𝐠(ℤ[𝑥], −) to the
forgetful functor from 𝐂𝐑𝐢𝐧𝐠 to 𝐒𝐞𝐭.

Exercise 4.1.30
We denote the elements of the Sierpiński space 𝑆 by 0 and 1, so that the sin-
gleton {1} is open in 𝑆.

Let 𝑋 be a topological space. We know that we have a bijection

{set-theoretic maps from 𝑋 to 𝑆} ⟶ {subsets of 𝑋} ,
𝜒 ⟼ 𝜒−1(1) .

A map 𝜒 from 𝑋 to 𝑆 is continuous if and only if for every open subset of 𝑆,
its preimage under 𝜒 is an open subset of 𝑋 . The preimages 𝜒−1(∅) = ∅
and 𝜒−1(𝑆) = 𝑋 are open in 𝑋 independent of the choice of topology on 𝑋 .
Therefore, 𝜒 is continuous if and only if the preimage 𝜒−1(1) is open in 𝑋 . We
thus find that the above bijection restricts to a bijection

{continous maps from 𝑋 to 𝑆} ⟶ {open subsets of 𝑋} ,
𝜒 ⟼ 𝜒−1(1) .

In other words, we have for every topological space 𝑋 a bijection

𝛼𝑋 ∶ 𝐓𝐨𝐩(𝑋 , 𝑆) ⟶ O(𝑋) , 𝜒 ⟼ 𝜒−1(1) .
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Let us check that the bijection 𝛼𝑋 is natural in 𝑋 . For this, let

𝑓 ∶ 𝑋 ⟶ 𝑌
be a continuous map between topological spaces. We need to check that the
following diagram commutes:

𝐓𝐨𝐩(𝑋 , 𝑆) O(𝑋)

𝐓𝐨𝐩(𝑌 , 𝑆) O(𝑌 )

𝛼𝑋

𝑓 ∗

𝛼𝑌

O(𝑓 )

To this end, we have for every element 𝜒 of 𝐓𝐨𝐩(𝑌 , 𝑆) the chain of equalities

𝛼𝑋 (𝑓 ∗(𝜒)) = 𝛼𝑋 (𝜒 ∘ 𝑓 )
= (𝜒 ∘ 𝑓 )−1(1)
= 𝑓 −1(𝜒−1(1))
= 𝑓 −1(𝛼𝑌 (𝜒))
= O(𝑓 )(𝛼𝑌 (𝜒)) .

The bijections 𝛼𝑋 , where 𝑋 ranges through the class of topological spaces,
therefore assemble into a natural isomorphism 𝛼 from 𝐓𝐨𝐩(−, 𝑋) to O.

The existence of such a natural isomorphism shows that the functor O is
represented by the Sierpiński space 𝑆.

Exercise 4.1.31
Let 𝟐 be the category with two objects, denoted as 0 and 1, and precisely one
non-identity morphism, which we denote by 𝑖, and which goes from 0 to 1.2
This category may be depicted as follows:

0 1𝑖

Let 𝒜 be an arbitrary category. There exists for every morphism

𝑓 ∶ 𝐴 ⟶ 𝐴′

2In other words, the category 𝟐 corresponds to the partially ordered set {0, 1} with 0 < 1.
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in 𝒜 a unique functor 𝐹 from 𝟐 to 𝒜 with 𝐹(𝑖) = 𝑓 . This functor is given by

𝐹(0) = 𝐴 , 𝐹(1) = 𝐴′ , 𝐹 (10) = 1𝐴 , 𝐹 (11) = 1𝐴′ , 𝐹 (𝑖) = 𝑓 .
If 𝒜 is small, then we have therefore a bijection of sets

𝜀𝒜 ∶ 𝐂𝐚𝐭(𝟐, 𝒜) ⟶ 𝑀(𝒜) , 𝐹 ⟼ 𝐹(𝑖) .
Let us check that this bijection is natural in 𝒜 . For this, we need to check

that for every functor
𝐺 ∶ 𝒜 ⟶ ℬ

between small categories 𝒜 and ℬ the following square diagram commutes:

𝐂𝐚𝐭(𝟐, 𝒜) 𝑀(𝒜)

𝐂𝐚𝐭(𝟐,ℬ) 𝑀(ℬ)

𝜀𝒜

𝐺∗ 𝑀(𝐺)

𝜀ℬ

To this end, we have for every element 𝐹 of 𝐂𝐚𝐭(𝟐, 𝒜), the chain of equalities

𝑀(𝐺)(𝜀𝒜 (𝐹 )) = 𝐺(𝜀𝒜 (𝐹 ))
= 𝐺(𝐹(𝑖))
= (𝐺 ∘ 𝐹)(𝑖)
= 𝜀ℬ(𝐺 ∘ 𝐹)
= 𝜀ℬ(𝐺∗(𝐹 )) .

We have thus found that the bijections 𝜀𝒜 , where 𝒜 ranges through the
class of small categories, assemble into a natural isomorphism 𝜀 from the func-
tor 𝐂𝐚𝐭(𝟐, −) to the functor 𝑀 . The existence of such a natural isomorphism
shows that the functor 𝑀 is represented by the category 𝟐.

Exercise 4.1.32
We know from Exercise 2.1.14 that an adjunction between 𝐹 and 𝐺 (with 𝐹
left adjoint to 𝐺) can be characterized as a choice of bijection

Φ𝐴,𝐵 ∶ 𝒜(𝐴, 𝐺(𝐵)) ⟶ ℬ(𝐹(𝐴), 𝐵) , 𝑓 ⟼ 𝑓
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where 𝐴 and 𝐵 range through the objects of𝒜 andℬ respectively, subject to
the following condition: for all morphisms

𝑝∶ 𝐴′ ⟶ 𝐴, 𝑞∶ 𝐵 ⟶ 𝐵′

in 𝒜 and ℬ respectively, we have the identity

(𝐴′ 𝑝−−−→ 𝐴 𝑓−−−→ 𝐺(𝐵) 𝐺(𝑞)−−−−−→ 𝐺(𝐵′))

= (𝐹(𝐴′) 𝐹(𝑝)−−−−−→ 𝐹(𝐴) 𝑓−−−→ 𝐵 𝑞−−−→ 𝐵′) .

This identity can equivalently be expressed as the commutativity of the fol-
lowing square diagram:

𝒜(𝐴, 𝐺(𝐵)) ℬ(𝐹(𝐴), 𝐵)

𝒜(𝐴′, 𝐺(𝐵′)) ℬ(𝐹(𝐴′), 𝐵′)

Φ𝐴,𝐵

𝐺(𝑞)∘(−)∘𝑝 𝑞∘(−)∘𝐹(𝑝)

Φ𝐴′,𝐵′

We can now rewrite this commutative diagram in terms of the two func-
tors 𝒜(−, 𝐺(−)) and ℬ(𝐹(−), −) as follows:

𝒜(−, 𝐺(−))(𝐴, 𝐵) ℬ(𝐹(−), −)(𝐴, 𝐵)

𝒜(−, 𝐺(−))(𝐴′, 𝐵′) ℬ(𝐹(−), −)(𝐴′, 𝐵′)

Φ𝐴,𝐵

𝒜(−,𝐺(−))(𝑝,𝑞) ℬ(𝐹(−),−)(𝑝,𝑞)

Φ𝐴′,𝐵′

That this diagram commutes for any two morphisms 𝑝 and 𝑞 as above means
precisely that the family Φ𝐴,𝐵, where (𝐴, 𝐵) ranges through the objects of the
category 𝒜 ×ℬ, is a natural transformation from 𝒜(−, 𝐺(−)) to ℬ(𝐹(−), −).

We find overall that an adjunction between 𝐹 and 𝐺, with 𝐹 left adjoint
to 𝐺, may equivalently be expressed as a natural isomorphism of functors
from 𝒜(−, 𝐺(−)) to ℬ(𝐹(−), −). This entails that 𝐹 is left adjoint to 𝐺 if and
only if such a natural isomorphism exists, i.e., if and only if the two func-
tors 𝒜(−, 𝐺(−)) and ℬ(𝐹(−), −) are naturally isomorphic.
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4.2 The Yoneda lemma

4.2 The Yoneda lemma

Exercise 4.2.2
Let 𝒜 be a locally small category and let 𝑋 be a functor from 𝒜 to 𝐒𝐞𝐭. The
map

[𝒜 , 𝐒𝐞𝐭](H𝐴, 𝑋 ) ⟶ 𝑋(𝐴) , 𝛼 ⟼ 𝛼𝐴(1𝐴)
is a bijection, which is natural in both 𝐴 and 𝑋 .

Exercise 4.2.3
We denote the unique object of 𝑀 by ⋆. For every functor 𝐹 from 𝑀op to 𝐒𝐞𝐭,
we denote by 𝑋(𝐹) the resulting right 𝑀-set.3

(a)

Let 𝐻 be the unique represented functor from 𝑀op to 𝐒𝐞𝐭. This functor is
simply 𝑀(−, ⋆) because ⋆ is the unique object of 𝑀 .

The underlying set of 𝑋(𝐻) is given by the set

𝐻(⋆) = 𝑀(⋆, ⋆) = 𝑀 .
For every element 𝑚 of 𝑀 , the action of 𝑚 on 𝑋 is given by the map 𝐻(𝑚),
whence

𝑥 ⋅ 𝑚 = 𝐻(𝑚)(𝑥) = 𝑚∗(𝑥) = 𝑥𝑚
for every element 𝑥 of 𝑋(𝐻).

This shows overall that 𝑋(𝐻) is the right regular 𝑀-set.

(b)

We denote the forgetful functor from the category of right 𝑀-sets to the cat-
egory 𝐒𝐞𝐭 by 𝑈 .

For every 𝑀-set 𝑌 and every element 𝑦 of 𝑈 (𝑌 ), there exists a unique ho-
momorphism of right 𝑀-sets 𝑓𝑦 from 𝑀 to 𝑌 with 𝑓𝑦(1) = 𝑦 . This homomor-
phism is more explicitly given by

𝑓𝑦(𝑚) = 𝑦𝑚
3In other words, we denote by 𝑋 the isomorphism of categories from the functor cate-

gory [𝑀op, 𝐒𝐞𝐭] to the category of right 𝑀-sets.
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Chapter 4 Representables

for every element 𝑚 of 𝑀 . The map

{homomorphisms of right 𝑀-sets 𝑀 → 𝑌} ⟶ 𝑈(𝑌 ) , 𝑔 ⟼ 𝑔(1)
is therefore a bijection.

(c)

Let 𝐹 be functor from 𝑀op to 𝐒𝐞𝐭. We have on the one hand the bijection

{ natural transformations
𝐻 → 𝐹 } ⟶ { homomorphisms of right 𝑀-sets

𝑋(𝐻) → 𝑋(𝐹) } ,
𝛼 ⟼ 𝛼⋆ .

We have on the other hand the bijection

{ homomorphisms of right 𝑀-sets
𝑋(𝐻) → 𝑋(𝐹) } ⟶ 𝐹(⋆) ,

𝑔 ⟼ 𝑔(1) ,
because 𝑋(𝐻) is the right regular 𝑀-set and because

𝑈 (𝑋(𝐹)) = 𝐹(⋆) .
By combining both of these bijections, we end up with the bijection

[𝑀op, 𝐒𝐞𝐭](𝐻 , 𝐹 ) ⟶ 𝐹(⋆) , 𝛼 ⟼ 𝛼⋆(1𝑀) = 𝛼⋆(1⋆) .
The naturality of this bijection can be checked as in the general proof of

the Yoneda lemma. Alternatively, one can check that all the above bijections
were natural to begin with, and then conclude that the final bijection is also
natural.

4.3 Consequences of the Yoneda lemma

Exercise 4.3.15
(a)

If 𝑓 is an isomorphism in 𝒜 then 𝐽 (𝑓 ) is an isomorphism in ℬ because func-
tors preserve isomorphisms.
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Suppose on the other hand that 𝐽 (𝑓 ) is an isomorphism in ℬ. The mor-
phism 𝑓 is of the form

𝑓 ∶ 𝐴 ⟶ 𝐴′

for objects 𝐴 and 𝐴′ of𝒜 . It follows that the isomorphism 𝐽 (𝑓 ) is of the form

𝐽 (𝑓 )∶ 𝐽 (𝐴) ⟶ 𝐽(𝐴′) .
There exists by assumption a morphism

𝑔′∶ 𝐽 (𝐴′) ⟶ 𝐽(𝐴)
with both

𝐽 (𝑓 ) ∘ 𝑔′ = 1𝐽 (𝐴′) and 𝑔′ ∘ 𝐽 (𝑓 ) = 1𝐽 (𝐴) .
There exists a morphism

𝑓 ′∶ 𝐴′ ⟶ 𝐴
in 𝒜 with 𝑔′ = 𝐽(𝑓 ′) because the functor 𝐽 is full. We find that

𝐽 (𝑓 ′ ∘ 𝑓 ) = 𝐽 (𝑓 ′) ∘ 𝐽 (𝑓 ) = 𝑔′ ∘ 𝐽 (𝑓 ) = 1𝐽 (𝐴) = 𝐽(1𝐴) ,
and therefore 𝑓 ′ ∘𝑓 = 1𝐴 because the functor 𝐽 is faithful. We find in the same
way that also 𝑓 ∘𝑓 ′ = 1𝐴′ . This shows that the morphism 𝑓 is an isomorphism.

(b)

There exists a unique morphism

𝑓 ∶ 𝐴 ⟶ 𝐴′

in 𝒜 with 𝐽 (𝑓 ) = 𝑔 because the functor 𝐽 is full (showing the existence
of 𝑓 ) and faithful (showing the uniqueness of 𝑓 ). We find from part (a) of
this exercise that the morphism 𝑓 is an isomorphism because 𝐽 (𝑓 ) = 𝑔 is an
isomorphism.

(c)

If the objects 𝐴 and 𝐴′ are isomorphic, then so are the objects 𝐽 (𝐴) and 𝐽 (𝐴′)
by the functoriality of 𝐽 .

Suppose on the other hand that the two objects 𝐽 (𝐴) and 𝐽 (𝐴′) are isomor-
phic. This means that there exists an isomorphism 𝑔 between 𝐽 (𝐴) and 𝐽 (𝐴′).
It follows from part (b) of this exercise that the isomorphism 𝑔 stems from an
isomorphism 𝑓 between 𝐴 and 𝐴′. The existence of 𝑓 entails that the ob-
jects 𝐴 and 𝐴′ are isomorphic.

113



Chapter 4 Representables

Exercise 4.3.16
(a)

Let
𝑓 ∶ 𝐴 ⟶ 𝐴′

be a morphism in 𝒜 . The induces natural transformation

𝑓∗∶ H𝐴 ⟹ H𝐴′

satisfies
(𝑓∗)𝐴(1𝐴) = 𝑓 ∘ 1𝐴 = 𝑓 .

Therefore, the morphism 𝑓 can be retrieved from its induced natural trans-
formation 𝑓∗. This tells us that the functor H• is faithful.

(b)

Let 𝐴 and 𝐴′ be two objects of 𝒜 , and let

𝛼 ∶ H𝐴 ⟹ H𝐴′

be a natural transformation. Let 𝑓 be the image of the identity morphism 1𝐴
under the map 𝛼𝐴, i.e., under the map

𝒜(𝐴,𝐴) = H𝐴(𝐴)
𝛼𝐴−−−−→ H𝐴′(𝐴) = 𝒜(𝐴,𝐴′) .

We note that 𝑓 is a morphism from 𝐴 to 𝐴′ in 𝒜 .
The naturality of 𝛼 tells us that we have for every morphism

𝑔 ∶ 𝐵 ⟶ 𝐵′

in 𝒜 the following commutative square diagram:

H𝐴(𝐵′) H𝐴(𝐵)

H𝐴′(𝐵′) H𝐴′(𝐵)

H𝐴(𝑔)

𝛼𝐵′ 𝛼𝐵

H𝐴′ (𝑔)
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This diagram may equivalently be written out as follows:

𝒜(𝐵′, 𝐴) 𝒜(𝐵, 𝐴)

𝒜(𝐵′, 𝐴′) 𝒜(𝐵, 𝐴′)

𝑔∗

𝛼𝐵′ 𝛼𝐵

𝑔∗

Let now 𝐵 be any object of𝒜 and let 𝑔 be an element of the setH𝐴(𝐵). In light
of the equalityH𝐴(𝐵) = 𝒜(𝐵, 𝐴), this means that 𝑔 is a morphism from 𝐵 to𝐴.
We have therefore the following commutative diagram:

𝒜(𝐴,𝐴) 𝒜(𝐵, 𝐴)

𝒜(𝐴,𝐴′) 𝒜(𝐵, 𝐴′)

𝑔∗

𝛼𝐴 𝛼𝐵

𝑔∗

The commutativity of this diagram tells us that

𝛼𝐵(𝑔) = 𝛼𝐵(𝑔∗(1𝐴)) = 𝑔∗(𝛼𝐴(1𝐴)) = 𝑔∗(𝑓 ) = 𝑓 ∘ 𝑔 = 𝑓∗(𝑔) .

This shows that the map

𝛼𝐵 ∶ H𝐴(𝐵) ⟶ H𝐴′(𝐵)

is given by 𝑓∗.
We have shown that the natural transformations 𝛼 and 𝑓∗ from H𝐴 to H𝐴′

coincide in each component, whence they are equal. This shows that each
natural transformation from H𝐴 to H𝐴′ stems from a morphism from 𝐴 to 𝐴′.
In other words, the functor H• is full.

(c)

Suppose that there exists an object 𝐴 of 𝒜 and an element 𝑢 of 𝑋(𝐴) such
that the provided universal property holds:

For every object 𝐵 of 𝒜 and every element 𝑥 of 𝑋(𝐵), there exists a
unique morphism 𝑓 from 𝐵 to 𝐴 in 𝒜 such that 𝑥 = 𝑋(𝑓 )(𝑢).
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This universal property states that for every object 𝐵 of 𝒜 , the map

𝛼𝐵 ∶ 𝒜(𝐵, 𝐴) ⟶ 𝑋(𝐵) , 𝑓 ⟼ 𝑋(𝑓 )(𝑢)

is bijective. These bijections are natural. Indeed, let

𝑔 ∶ 𝐵 ⟶ 𝐵′

be a morphism in 𝒜 . The resulting diagram

𝒜(𝐵′, 𝐴) 𝒜(𝐵, 𝐴)

𝑋(𝐵′) 𝑋(𝐵)

𝑔∗

𝛼𝐵′ 𝛼𝐵

𝑋(𝑔)

commutes, because we have for every element 𝑓 of its top-left corner the
chain of equalities

𝛼𝐵(𝑔∗(𝑓 )) = 𝛼𝐵(𝑓 ∘ 𝑔)
= 𝑋(𝑓 ∘ 𝑔)(𝑢)
= (𝑋(𝑔) ∘ 𝑋(𝑓 ))(𝑢)
= 𝑋(𝑔)(𝑋(𝑓 )(𝑢))
= 𝑋(𝑔)(𝛼𝐵′(𝑢)) .

We have thus constructed a natural isomorphism 𝛼 the functor H𝐴 to the
functor 𝑋 , showing that these functors are isomorphic.

Exercise 4.3.17
Let 𝒜 be a discrete category. We begin by describing the presheaf category
of 𝒜 , which we shall denote by ̂𝒜 .

• A presheaf on 𝒜 amounts to a family of sets, indexed by the objects of 𝒜 .

• Let 𝑋 and 𝑌 be two presheaves on 𝒜 , and let (𝑋𝐴)𝐴 and (𝑌𝐴)𝐴 be the corre-
sponding families of sets. A natural transformation 𝛼 from 𝑋 to 𝑌 is simply
a family (𝛼𝐴)𝐴 consisting of a function 𝛼𝐴 from 𝑋𝐴 to 𝑌𝐴 for every object 𝐴
of 𝒜 .
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We have provided explicit descriptions of the objects of ̂𝒜 and the mor-
phisms between these objects. We see from these explicit descriptions that ̂𝒜
is isomorphic to the product category∏𝐴∈Ob(𝒜) 𝐒𝐞𝐭. Moreover, under this iso-
morphism, the evaluation functor at 𝐴 corresponds to the projection onto
the 𝐴-th coordinate.

We now investigate represented presheaves on 𝒜 and the Yoneda embed-
ding.

• For every object 𝐴 of 𝒜 , the resulting represented presheaf H𝐴 is corre-
sponds to the family of sets (𝐻𝐴′)𝐴′ for which each set 𝐻𝐴′ with 𝐴′ ≠ 𝐴 is
empty and the set 𝐻𝐴 is only a singleton. In other words,

𝐻𝐴′ ≅ {{∗} for 𝐴′ = 𝐴,
∅ otherwise .

• It follows for every other presheaf 𝑋 on 𝒜 , that

̂𝒜 (H𝐴, 𝑋 ) ≅ ( ∏
𝐴′∈Ob(𝒜)

𝐒𝐞𝐭)((𝐻𝐴′)𝐴′ , (𝑋 (𝐴′))𝐴′)

≅ ∏
𝐴′∈Ob(𝒜)

𝐒𝐞𝐭(𝐻𝐴′ , 𝑋 (𝐴′))

≅ 𝐒𝐞𝐭(𝐻𝐴, 𝑋 (𝐴)) × ∏
𝐴′∈Ob(𝒜)
𝐴′≠𝐴

𝐒𝐞𝐭(𝐻𝐴′ , 𝑋 (𝐴′))

≅ 𝐒𝐞𝐭({∗}, 𝑋(𝐴)) × ∏
𝐴′∈Ob(𝒜)
𝐴′≠𝐴

𝐒𝐞𝐭(∅, 𝑋(𝐴′))⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟
≅{∗}

≅ 𝐒𝐞𝐭({∗}, 𝑋(𝐴))
≅ 𝑋(𝐴) .

This gives us Yoneda’s lemma for 𝒜 .

• We see that for any two distinct objects 𝐴 and 𝐴′ of 𝒜 , there exist no natu-
ral transformations between the associated presheaves H𝐴 and H𝐴′ , just as
there exist no morphisms between 𝐴 and 𝐴′.

If however 𝐴 = 𝐴′, then there exists precise one natural transforma-
tion from H𝐴 to H𝐴′ , namely the identity natural transformation. Similarly,
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there exists precisely one morphism from 𝐴 to 𝐴′ in 𝒜 , namely the iden-
tity morphism. We see from these observations that the Yoneda embedding
of 𝒜 into ̂𝒜 is full and faithful.

• We see from the above explicit description of represented presheaves that

H𝐴 ≅ H𝐴′ ⟺ 𝐴 = 𝐴′ ⟺ 𝐴 ≅ 𝐴′

for any two objects 𝐴 and 𝐴′ of 𝒜 .

Exercise 4.3.18
(a)

We first show that the functor 𝐽 ∘ (−) is faithful if the original functor 𝐽 is
faithful. Afterwards, we show that 𝐽 ∘ (−) is full and faithful if the original
functor 𝐽 is full and faithful.

Suppose first the functor 𝐽 is faithful, and let 𝛼 and 𝛼 ′ be two parallel mor-
phisms in [ℬ,𝒞 ] that have the same image under 𝐽 ∘ (−). In other words, 𝛼
and 𝛼 ′ are two natural transformations of the form

𝛼, 𝛼 ′∶ 𝐺 ⟹ 𝐻
for two functors 𝐺 and 𝐻 from ℬ to 𝒞 , and we have 𝐽𝛼 = 𝐽𝛼 ′. This means
that for every object 𝐵 of ℬ, we have the equalities

𝐽 (𝛼𝐵) = (𝐽𝛼)𝐵 = (𝐽𝛼 ′)𝐵 = 𝐽(𝛼 ′𝐵) .
It follows that 𝛼𝐵 = 𝛼 ′𝐵 for every object 𝐵 ofℬ because the functor 𝐽 is faithful.
Therefore, 𝛼 = 𝛼 ′. This shows that the induced functor 𝐽 ∘(−) is again faithful.

Suppose now that the functor 𝐽 is both full and faithful. Let 𝐺 and 𝐻 be
two objects of [ℬ,𝒞 ], i.e., functors from ℬ to 𝒞 , and let 𝛽 be a natural
transformation from the resulting functor 𝐽𝐺 to the resulting functor 𝐽𝐻 . We
claim that there exists a natural transformation 𝛼 from 𝐺 to 𝐻 with 𝛽 = 𝐽𝛼 .
(This natural transformation is then unique since 𝐽 is faithful, as seen above.)

For every object 𝐵 of ℬ, the component 𝛽𝐵 is a morphism from 𝐽𝐺(𝐵)
to 𝐽𝐻(𝐵). There hence exists a unique morphism 𝛼𝐵 from 𝐺(𝐵) to 𝐻(𝐵)
with 𝛽𝐵 = 𝐽(𝛼𝐵) because the functor 𝐽 is full and faithful. Thesemorphisms 𝛼𝐵,
where 𝐵 ranges through the objects of ℬ, assemble into a transformation 𝛼
from 𝐺 to 𝐻 .
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We need to show that the transformation 𝛼 is natural. We hence need to
show that for every morphism

𝑔 ∶ 𝐵 ⟶ 𝐵′

in ℬ the following diagram commutes:

𝐺(𝐵) 𝐺(𝐵′)

𝐻(𝐵) 𝐻(𝐵′)

𝐺(𝑔)

𝛼𝐵 𝛼𝐵′

𝐻(𝑔)

By applying the functor 𝐽 to this diagram, we get the following diagram:

𝐽𝐺(𝐵) 𝐽𝐺(𝐵′)

𝐽𝐻(𝐵) 𝐽𝐻(𝐵′)

𝐽𝐺(𝑔)

𝛽𝐵 𝛽𝐵′

𝐽𝐻(𝑔)

Weknow that this second diagram commutes by the naturality of 𝛽 . It follows
that the first diagram also commutes because the functor 𝐽 is faithful. More
explicitly, the commutativity of the second diagram tells us that

𝐽 (𝛼𝐵′ ∘ 𝐺(𝑔)) = 𝐽 (𝛼𝐵′) ∘ 𝐽𝐺(𝑔)
= 𝛽𝐵′ ∘ 𝐽𝐺(𝑔)
= 𝐽𝐻(𝑔) ∘ 𝛽𝐵
= 𝐽𝐻(𝑔) ∘ 𝐽 (𝛼𝐵)
= 𝐽 (𝐻(𝑔) ∘ 𝛼𝐵) ,

from which it follows that

𝛼𝐵′ ∘ 𝐺(𝑔) = 𝐻(𝑔) ∘ 𝛼𝐵
because 𝐽 is faithful.

We have overall shows that the functor 𝐽 ∘ (−) is again full and faithful.
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(b)

The induced functor 𝐽 ∘ (−) from [ℬ,𝒞 ] to [ℬ,𝒟] is again full and faithful,
whence the assertion follows from Lemma 4.3.8.

(c)

We have the natural isomorphism

𝒜(−, 𝐺(−)) ≅ ℬ(𝐹(−), −) ≅ 𝒜(−, 𝐺′(−))
of functors from 𝒜 op × ℬ to 𝐒𝐞𝐭. Let

𝐻 ∶ 𝒜 op ⟶ [𝒜, 𝐒𝐞𝐭]
denote the contravariant Yoneda embedding of 𝒜 . This functor 𝐻 is full and
faithful, and we might rephrase the natural isomorphism

𝒜(−, 𝐺(−)) ≅ 𝒜(−, 𝐺′(−))
as the isomorphism

𝐻 ∘ 𝐺 ≅ 𝐻 ∘ 𝐺′ .
It follows from part (b) of this exercise that 𝐺 ≅ 𝐺′ because the Yoneda

embedding 𝐻 is full and faithful.
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Limits

5.1 Limits: definition and examples

Exercise 5.1.33
Instead of the direct sum 𝑋1 ⊕ 𝑋2 we are going use the product 𝑋1 × 𝑋2. Let

𝑝1∶ 𝑋1 × 𝑋2 ⟶ 𝑋1 , 𝑝2∶ 𝑋1 × 𝑋2 ⟶ 𝑋2
be the canonical projection maps. Let 𝑌 be another vector space. We know
that the two maps 𝑝1 and 𝑝2 induce a bijection

{functions 𝑌 → 𝑋1 × 𝑋2} ⟶ {functions 𝑌 → 𝑋1} × {functions 𝑌 → 𝑋2} ,
𝑓 ⟼ (𝑝1 ∘ 𝑓 , 𝑝2 ∘ 𝑓 ) .

(By a “function” wemean a set-theoretic map between the respective underly-
ing sets.) Thanks to the above bijection, it now suffices to show the following
statement: a map 𝑓 from 𝑌 to 𝑋1 × 𝑋2 is linear if and only if both its compos-
ites 𝑝1 ∘ 𝑓 and 𝑝2 ∘ 𝑓 are linear.

Suppose first that the map 𝑓 is linear. We observe that the projection
maps 𝑝1 and 𝑝2 are both linear. It follows that the composites 𝑝1 ∘ 𝑓 and 𝑝2 ∘ 𝑓
are again linear.

Suppose conversely that both 𝑝1 ∘ 𝑓 and 𝑝2 ∘ 𝑓 are linear. To show that the
map 𝑓 is linear, we need to check that it is both additive and homogeneous.

• We have for every two elements 𝑦 and 𝑦 ′ of 𝑌 the chain of equalities

𝑝𝑖(𝑓 (𝑦 + 𝑦 ′)) = (𝑝𝑖 ∘ 𝑓 )(𝑦 + 𝑦 ′)
= (𝑝𝑖 ∘ 𝑓 )(𝑦) + (𝑝𝑖 ∘ 𝑓 )(𝑦 ′)
= 𝑝𝑖(𝑓 (𝑦)) + 𝑝𝑖(𝑓 (𝑦 ′))
= 𝑝𝑖(𝑓 (𝑦) + 𝑓 (𝑦 ′))
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for both 𝑖 = 1 and 𝑖 = 2. This means that the two elements 𝑓 (𝑦 + 𝑦 ′)
and 𝑓 (𝑦) + 𝑓 (𝑦 ′) coincide in both components, and are therefore equal. In
other words, we find that

𝑓 (𝑦 + 𝑦 ′) = 𝑓 (𝑦) + 𝑓 (𝑦 ′) .

We have thus shown that the map 𝑓 is additive.

• That 𝑓 is homogeneous can be shown in the same way. (More explicitly,
let 𝑦 be a vector of 𝑌 and let 𝜆 be a scalar. We can conclude for 𝑖 = 1, 2
from the linearity of the maps 𝑝𝑖 ∘ 𝑓 and 𝑝𝑖 that 𝑝𝑖(𝑓 (𝜆𝑦)) = 𝑝𝑖(𝜆𝑓 (𝑦)).
Therefore, 𝑓 (𝜆𝑥) = 𝜆𝑓 (𝑦).)

Exercise 5.1.34
If (𝐸, 𝑖) is an equalizer of 𝑓 and 𝑔, then the given square diagram is not nec-
essarily a pullback diagram. To see this, we consider in the category 𝐒𝐞𝐭 the
map 1ℤ and the map

𝑠 ∶ ℤ ⟶ ℤ , 𝑥 ⟼ −𝑥 .
The equalizer of the two maps 1ℤ and 𝑠 is given by the set {0} together with
the inclusion map 𝑖 from {0} to ℤ. But the diagram

{0} ℤ

ℤ ℤ

𝑖

𝑖 𝑠

1

is not a pullback diagram. To see this, we observe that the diagram

ℤ

{0} ℤ

ℤ ℤ

𝑠

1ℤ

𝑖

𝑖 𝑔

𝑓
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commutes, but that adding the unique morphism from ℤ to {0} destroys this
commutativity.

Suppose conversely that the diagram

𝐸 𝑋

𝑋 𝑌

𝑖

𝑖 𝑔

𝑓

is a pullback diagram. We claim that (𝐸, 𝑖) is an equalizer of 𝑓 and 𝑔. Indeed,
we have 𝑓 ∘ 𝑖 = 𝑔 ∘ 𝑖 by the commutativity of the diagram. Let 𝐴 be an object
of𝒜 and let 𝑗 be a morphism from 𝐴 to 𝑋 with 𝑓 ∘ 𝑗 = 𝑔 ∘ 𝑗. Then there exists
by the universal property of the pullback a unique morphism ℎ from 𝐴 to 𝐸
with both 𝑖 ∘ ℎ = 𝑗 and 𝑖 ∘ ℎ = 𝑗, i.e., with 𝑖 ∘ ℎ = 𝑗. This shows that (𝐸, 𝑖) is
indeed an equalizer of 𝑓 and 𝑔.

Exercise 5.1.35
We denote the ambient category by 𝒜 , and objects and morphisms in the
given diagram as follows:

𝐸 𝐹 𝑌

𝑊 𝑋 𝑍

𝑗

𝑖

𝑙

𝑘 ℎ

𝑓 𝑔

We have the following chain of equivalences:

the left-hand square is a pullback

⟺
⎧⎪
⎨⎪⎩

for every object 𝐴 of 𝒜 and all morphisms
𝑟 ∶ 𝐴 → 𝑊 and 𝑠 ∶ 𝐴 → 𝐹 with 𝑓 ∘ 𝑟 = 𝑘 ∘ 𝑠,
there exists a unique morphism 𝑝 from 𝐴 to 𝐸
with 𝑖 ∘ 𝑝 = 𝑟 and 𝑗 ∘ 𝑝 = 𝑠

⟺
⎧⎪
⎨⎪
⎩

for every object 𝐴 of 𝒜 and all morphisms
𝑟 ∶ 𝐴 → 𝑊 , 𝑡 ∶ 𝐴 → 𝑋 and 𝑢∶ 𝐴 → 𝑌
with 𝑔 ∘ 𝑡 = ℎ ∘ 𝑢 and 𝑓 ∘ 𝑟 = 𝑡 ,
there exists a unique morphism 𝑝 from 𝐴 to 𝐸
with 𝑖 ∘ 𝑝 = 𝑟 and 𝑘 ∘ 𝑗 ∘ 𝑝 = 𝑡 and 𝑙 ∘ 𝑗 ∘ 𝑝 = 𝑢

(5.1)
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⟺
⎧⎪
⎨⎪⎩

for every object 𝐴 of 𝒜 and all morphisms
𝑟 ∶ 𝐴 → 𝑊 and 𝑢∶ 𝐴 → 𝑌 with 𝑔 ∘ 𝑓 ∘ 𝑟 = ℎ ∘ 𝑢,
there exists a unique morphism 𝑝 from 𝐴 to 𝐸
with 𝑖 ∘ 𝑝 = 𝑟 and 𝑘 ∘ 𝑗 ∘ 𝑝 = 𝑓 ∘ 𝑟 and 𝑙 ∘ 𝑗 ∘ 𝑝 = 𝑢

(5.2)

⟺
⎧⎪
⎨⎪⎩

for every object 𝐴 of 𝒜 and all morphisms
𝑟 ∶ 𝐴 → 𝑊 and 𝑢∶ 𝐴 → 𝑌 with 𝑔 ∘ 𝑓 ∘ 𝑟 = ℎ ∘ 𝑢,
there exists a unique morphism 𝑝 from 𝐴 to 𝐸
with 𝑖 ∘ 𝑝 = 𝑟 and 𝑓 ∘ 𝑖 ∘ 𝑝 = 𝑓 ∘ 𝑟 and 𝑙 ∘ 𝑗 ∘ 𝑝 = 𝑢

(5.3)

⟺
⎧⎪
⎨⎪⎩

for every object 𝐴 of 𝒜 and all morphisms
𝑟 ∶ 𝐴 → 𝑊 and 𝑢∶ 𝐴 → 𝑌 with 𝑔 ∘ 𝑓 ∘ 𝑟 = ℎ ∘ 𝑢,
there exists a unique morphism 𝑝 from 𝐴 to 𝐸
with 𝑖 ∘ 𝑝 = 𝑟 and 𝑙 ∘ 𝑗 ∘ 𝑝 = 𝑢

⟺ the outer rectangle is a pullback .
We use for the equivalence (5.1), that the right-hand square is a pullback:

instead of running through all morphisms 𝑠 ∶ 𝐴 → 𝐹 we can run through
all pairs of morphisms 𝑡 ∶ 𝐴 → 𝑋 and 𝑢∶ 𝐴 → 𝑌 with 𝑔 ∘ 𝑡 = ℎ ∘ 𝑢. These
morphisms 𝑠, 𝑡 and 𝑢 are then related via 𝑡 = 𝑘 ∘ 𝑠 and 𝑢 = 𝑙 ∘ 𝑠.

For the equivalence (5.2) we eliminate the explicit mention of the mor-
phism 𝑡 , since it needs to be given by 𝑓 ∘ 𝑟 . For the equivalence (5.3) we
use the commutativity of the left-hand square to replace 𝑘 ∘ 𝑗 by 𝑓 ∘ 𝑖 in the
last of the four lines.

Exercise 5.1.36
(a)

For every object 𝐼 of 𝐈, let 𝑓𝐼 be the composite 𝑝𝐼 ∘ ℎ, and thus also the com-
posite 𝑝𝐼 ∘ ℎ′. We have for every morphism

𝑢∶ 𝐼 ⟶ 𝐽
in 𝐈 the equalities

𝐷(𝑢) ∘ 𝑓𝐼 = 𝐷(𝑈 ) ∘ 𝑝𝐼 ∘ ℎ = 𝑝𝐽 ∘ ℎ = 𝑓𝐽 .
This means that the object𝐴 together with the family of morphisms (𝑓𝐼 )𝐼 ∈Ob(𝐈)
is a cone for the diagram 𝐷. It follows from the universal property of the
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limit 𝐿 that there exists a unique morphism 𝑓 from 𝐴 to 𝐿 with 𝑝𝐼 ∘ 𝑓 = 𝑓𝐼 for
every object 𝐼 of 𝐈. Both ℎ and ℎ′ satisfy this defining property of 𝑓 , whence
we must have 𝑓 = ℎ and 𝑓 = ℎ′. Therefore, ℎ = ℎ′.

(b)

Let now 𝐈 be the discrete two-object category. Limits of shape 𝐈 are just prod-
ucts. A morphism from 𝐴 = 1 to another set 𝑋 is the same as an element
of 𝑋 . We arrive therefore at the following result:

Let 𝐷1 and 𝐷2 be two sets, and let

𝑝1∶ 𝐷1 × 𝐷2 ⟶ 𝐷1 , 𝑝2∶ 𝐷2 × 𝐷2 ⟶ 𝐷2

denote the canonical projections. Two elements 𝑥 and 𝑦 of the prod-
uct 𝐷1 × 𝐷2 are equal if and only if

𝑝1(𝑥) = 𝑝1(𝑦) and 𝑝2(𝑥) = 𝑝2(𝑦) .
In other words, two elements of 𝐷1 × 𝐷2 are equal if and only if they
are equal in both coordinates.

Exercise 5.1.37
The set in question is given by

𝐿 = {(𝑥𝐼 )𝐼 ∈ ∏
𝐼 ∈Ob(𝐈)

𝐷(𝐼 ) | 𝐷(𝑢)(𝑥𝐼 ) = 𝑥𝐽 for every
morphism 𝑢∶ 𝐼 → 𝐽 in 𝐈} .

For every object 𝐼 of 𝐈 let 𝑝𝐼 be the projection onto the 𝐼 -th component from 𝐿
to 𝐷(𝐼 ). The elements of 𝐿 are chosen precisely in such a way that 𝐿 together
with the family of maps (𝑝𝐼 )𝐼 is a cone over the diagram𝐷. It remains to show
that the cone (𝐿, (𝑝𝐼 )𝐼 ) is universal.

To this end, let (𝐴, (𝑓𝐼 )𝐼 ) be another cone over 𝐷. We need to show that
there exists a unique map 𝑓 from 𝐴 to 𝐿 satisfying the condition 𝑝𝐼 ∘ 𝑓 = 𝑓𝐼
for every object 𝐼 of 𝐈.

We start by showing the uniqueness of the map 𝑓 . Given an element 𝑎 of𝐴,
the element 𝑓 (𝑎) needs to satisfy the equalities

𝑝𝐼 (𝑓 (𝑎)) = (𝑝𝐼 ∘ 𝑓 )(𝑎) = 𝑓𝐼 (𝑎)
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for every object 𝐼 of 𝐈. This shows that the components of 𝑓 (𝑎) are uniquely
determined by the functions 𝑓𝐼 , whence the value 𝑓 (𝑎) is uniquely determined.
This means overall, that the map 𝑓 is unique.

We now show the existence of the desired map 𝑓 . We start with the map

̃𝑓 ∶ 𝐴 ⟶ ∏
𝐼 ∈Ob(𝐈)

𝐷(𝐼 ) , 𝑎 ⟼ (𝑓𝐼 (𝑎))𝐼 .

For every element 𝑎 of 𝐴, we have the chain of equalities

𝐷(𝑢)(𝑝𝐼 ( ̃𝑓 (𝑎))) = 𝐷(𝑢)(𝑓𝐼 (𝑎)) = 𝑓𝐽 (𝑎) = 𝑝𝐽 ( ̃𝑓 (𝑎))

for every morphism 𝑢∶ 𝐼 → 𝐽 in 𝐈. This tells us that the image of the map ̃𝑓
is contained in the subset 𝐿 of ∏𝐼 ∈Ob(𝐈) 𝐷(𝐼 ). We can therefore corestrict the
map ̃𝑓 to a map

𝑓 ∶ 𝐴 ⟶ 𝐿 .
The auxiliary map ̃𝑓 satisfies the condition pr𝐼 ∘ ̃𝑓 = 𝑓𝐼 for every object 𝐼 of 𝐈,
whence the map 𝑓 satisfies 𝑝𝐼 ∘ 𝑓 = 𝑓𝐼 for every object 𝐼 of 𝐈.

Exercise 5.1.38
(a)

Let 𝐴 be an object of 𝒜 .
By definition, the object 𝐿 together with the morphism 𝑝 is an equalizer

for the two morphisms 𝑠 and 𝑡 . We have therefore the bijection

𝒜(𝐴, 𝐿) ⟶ {𝑔 ∈ 𝒜(𝐴, ∏
𝐼 ∈Ob(𝐈)

𝐷(𝐼 )) | 𝑠 ∘ 𝑔 = 𝑡 ∘ 𝑔} , (5.4)

𝑓 ⟼ 𝑝 ∘ 𝑓 .

To better understand the right-hand side of this bijection, we use the bijection

𝒜(𝐴, ∏
𝐼 ∈Ob(𝐈)

𝐷(𝐼 )) ⟶ ∏
𝐼 ∈Ob(𝐈)

𝒜(𝐴, 𝐷(𝐼 )) , (5.5)

𝑔 ⟼ (pr𝐼 ∘ 𝑔)𝐼 .
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How does the right-hand side of (5.4) look like under this bijection? To an-
swer this question, we need to reformulate the condition 𝑠 ∘ 𝑔 = 𝑡 ∘ 𝑔 in terms
of the components of 𝑔.

To this end, let 𝑔 be a morphism from 𝐴 to∏𝐼 ∈Ob(𝐈) 𝐷(𝐼 ). For every object 𝐼
of 𝐈 let 𝑔𝐼 be the respective component of 𝑔, i.e.,

𝑔𝐼 = pr𝐼 ∘ 𝑔 .
The two morphisms 𝑠 ∘ 𝑔 and 𝑡 ∘ 𝑔 both go from the object 𝐴 to the prod-
uct ∏𝑢∶ 𝐽 → 𝐾 in 𝐈 𝐷(𝐾). These two morphisms hence coincide if and only if
they coincide in each component, i.e., if and only if

pr𝑢 ∘ 𝑠 ∘ 𝑔 = pr𝑢 ∘ 𝑡 ∘ 𝑔 (5.6)

for everymorphism 𝑢 in 𝐈. Themorphisms 𝑠 and 𝑡 are defined via the formulae

pr𝑢 ∘ 𝑠 = 𝐷(𝑢) ∘ pr𝐽 and pr𝑢 ∘ 𝑡 = pr𝐾
for every morphism 𝑢∶ 𝐽 → 𝐾 in 𝐈. It follows that (5.6) can be rewritten as

𝐷(𝑢) ∘ pr𝐽 ∘ 𝑔 = pr𝐾 ∘ 𝑔 ,
and therefore as

𝐷(𝑢) ∘ 𝑔𝐽 = 𝑔𝐾
for every morphism 𝑢∶ 𝐽 → 𝐾 in 𝐈.

We find from our discussion that 𝑠 ∘𝑔 = 𝑡 ∘𝑔 if and only if 𝐷(𝑢) ∘𝑔𝐽 = 𝑔𝐾 for
every morphism 𝑢∶ 𝐽 → 𝐾 in 𝐈. In other words: the bijection (5.5) restricts
to a bijection between the right-hand side of (5.4) and

{(𝑔𝐼 )𝐼 ∈ ∏
𝐼 ∈Ob(𝐈)

𝒜(𝐴, 𝐷(𝐼 )) | 𝐷(𝑢) ∘ 𝑔𝐽 = 𝑔𝐾 for every
morphism 𝑢∶ 𝐽 → 𝐾 in 𝐈} .

By combining these bijections, we arrive at the bijection

𝒜(𝐴, 𝐿) ⟶ {(𝑔𝐼 )𝐼 ∈ ∏
𝐼 ∈Ob(𝐈)

𝒜(𝐴, 𝐷(𝐼 )) | 𝐷(𝑢) ∘ 𝑔𝐽 = 𝑔𝐾 for every
morphism 𝑢∶ 𝐽 → 𝐾 in 𝐈} ,

𝑔 ⟼ (pr𝐼 ∘ 𝑝 ∘ 𝑔)𝐼 = (𝑝𝐼 ∘ 𝑔)𝐼 .
This bijection encapsulates that the object 𝐿 together with the given family
of morphisms (𝑝𝐼 )𝐼 is indeed a limit for the given diagram 𝐷.
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(b)

That 𝒜 admits both binary products and a terminal object means precisely
that 𝒜 admits all finite products. We can therefore form for every finite cat-
egory 𝐈 the products

∏
𝐼 ∈Ob(𝐈)

𝐷(𝐼 ) and ∏
𝑢∶ 𝐽 → 𝐾 in 𝐈

𝐷(𝐾) .

The general construction of limits from part (a) of this exercise can therefore
be used without change.

Exercise 5.1.39
Let 𝒜 be a category that admits both pullbacks and a terminal object. We
denote this terminal object by ∗.

We observe that 𝒜 admits binary products, since for any two objects 𝑋
and 𝑌 of 𝐴, a product of 𝑋 and 𝑌 is the same as a pullback of the following
diagram:

𝑋

𝑌 ∗
It follows that 𝒜 admits all finite products, since it admits binary products
and a terminal object.

Next, we will show that the category 𝒜 admits equalizers. To this end, we
make the following observation:

Proposition 5.A. Let 𝒜 be a category admitting binary products, and let

𝑓 , 𝑔 ∶ 𝑋 ⟶ 𝑌
be two parallel morphisms in𝒜 . An object 𝐸 of𝒜 together with amorphism 𝑖
from 𝐸 to 𝑋 is an equalizer of 𝑓 and 𝑔 if and only if the following diagram is
a pullback diagram:

𝐸 𝑋

𝑋 𝑋 × 𝑌

𝑖

𝑖 ⟨1𝑋 ,𝑔⟩

⟨1𝑋 ,𝑓 ⟩
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Proof. We have the following chain of equivalences:

the above diagram is a pushout diagram

⟺
⎧⎪
⎨⎪⎩

for every object 𝐴 of 𝒜 and all morphisms
𝑟 , 𝑠 ∶ 𝐴 → 𝑋 with ⟨1𝑋 , 𝑓 ⟩ ∘ 𝑟 = ⟨1𝑋 , 𝑔⟩ ∘ 𝑠,
there exists a unique morphism ℎ∶ 𝐴 → 𝐸
with 𝑟 = 𝑖 ∘ ℎ and 𝑠 = 𝑖 ∘ ℎ

⟺
⎧⎪
⎨⎪⎩

for every object 𝐴 of 𝒜 and all morphisms
𝑟 , 𝑠 ∶ 𝐴 → 𝑋 with ⟨𝑟 , 𝑓 ∘ 𝑟⟩ = ⟨𝑠, 𝑔 ∘ 𝑠⟩,
there exists a unique morphism ℎ∶ 𝐴 → 𝐸
with 𝑟 = 𝑖 ∘ ℎ and 𝑠 = 𝑖 ∘ ℎ

⟺
⎧⎪
⎨⎪⎩

for every object 𝐴 of 𝒜 and all morphisms
𝑟 , 𝑠 ∶ 𝐴 → 𝑋 with 𝑟 = 𝑠 and 𝑓 ∘ 𝑟 = 𝑔 ∘ 𝑠,
there exists a unique morphism ℎ∶ 𝐴 → 𝐸
with 𝑟 = 𝑖 ∘ ℎ and 𝑠 = 𝑖 ∘ ℎ

⟺
⎧⎪
⎨⎪⎩

for every object 𝐴 of 𝒜 and every morphism
𝑡 ∶ 𝐴 → 𝑋 with 𝑓 ∘ 𝑡 = 𝑔 ∘ 𝑡 ,
there exists a unique morphism ℎ∶ 𝐴 → 𝐸
with 𝑡 = 𝑖 ∘ ℎ

⟺ 𝐸 together with 𝑖 is an equalizer for 𝑓 and 𝑔 ,

This proves the assertion. ∎

It follows from the above proposition that the category 𝒜 admits equal-
izers, since it admits both binary products and pullbacks. We have overall
seen that 𝒜 admits finite products and equalizers. It follows from Proposi-
tion 5.1.26, part (b) that 𝒜 admits all finite limits.

Exercise 5.1.40

We denote objects of𝐌𝐨𝐧𝐢𝐜(𝐴) as pairs (𝑋 , 𝑚) consisting of an object 𝑋 of𝒜
and a morphism 𝑚 from 𝑋 to 𝐴. We denote the class of subobjects of 𝐴
by Sub(𝐴).
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(a)

Every subset 𝐴′ of 𝐴 results in an object of 𝐌𝐨𝐧𝐢𝐜(𝐴), namely (𝐴′, 𝑖) where 𝑖
denotes the inclusion map from 𝐴′ to 𝐴′. Conversely, we can consider for
every object (𝑋 , 𝑚) of 𝐌𝐨𝐧𝐢𝐜(𝐴) the image of the map 𝑚, which is a subset
of 𝐴′. We have thus found a surjective map

𝐼 ∶ Ob(𝐌𝐨𝐧𝐢𝐜(𝐴)) ⟶ 𝒫 (𝐴) ,
assigning to each object (𝑋 , 𝑚) of𝐌𝐨𝐧𝐢𝐜(𝐴) the image of the map𝑚. We shall
check in the following that the map 𝐼 descends to a bijection between Sub(𝐴)
and 𝒫 (𝐴). More explicitly, we need to show that two objects of 𝐌𝐨𝐧𝐢𝐜(𝐴)
are isomorphic if and only if they have the same image under 𝐼 .

Let us first show that isomorphic objects of𝐌𝐨𝐧𝐢𝐜(𝐴) have the same image
under 𝐼 . A morphism

𝑓 ∶ (𝑋 , 𝑚) ⟶ (𝑋 ′, 𝑚′)
in 𝐌𝐨𝐧𝐢𝐜(𝐴) amounts to the following commutative diagram:

𝑋 𝑋 ′

𝐴

𝑓

𝑚 𝑚′

It follows from the commutativity of this diagram that the image of 𝑚 is con-
tained in the image of 𝑚′, so that 𝐼 ((𝑋 , 𝑚)) ⊆ 𝐼 ((𝑋 ′, 𝑚′)). If we view the par-
tially ordered set 𝒫 (𝐴) as a category, then this means that the assignment 𝐼
extends to a functor from 𝐌𝐨𝐧𝐢𝐜(𝐴) to 𝒫 (𝐴). This entails that isomorphic
objects of 𝐌𝐨𝐧𝐢𝐜(𝐴) have the same image under 𝐼 .

Let us now conversely show that objects of 𝐌𝐨𝐧𝐢𝐜(𝐴) are isomorphic if
they have the same image under 𝐼 .

Let (𝑋 , 𝑚) and (𝑋 ′, 𝑚′) be two objects of 𝐌𝐨𝐧𝐢𝐜(𝐴) that have the same
image under 𝐼 . This means that the two maps 𝑚 and 𝑚′ have the same image
in 𝐴. Let 𝑖 be the inclusion map from 𝐴′ to 𝐴. Both 𝑚 and 𝑚′ factor through 𝑖,
in the sense that there exist maps

𝑛∶ 𝑋 ⟶ 𝐴′ , 𝑛′∶ 𝑋 ⟶ 𝐴′

with 𝑚 = 𝑖 ∘ 𝑛 and 𝑚′ = 𝑖 ∘ 𝑛′. The maps 𝑛 and 𝑛′ are injective because 𝑚
and 𝑚′ are injective, but they are also surjective by choice of 𝐴′. These maps
are hence bijective, and thus invertible.
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Let 𝑓 be the composite (𝑛′)−1 ∘ 𝑛, which is a map from 𝑋 to 𝑋 ′. We have
the following commutative diagram:

𝑋 𝑋 ′

𝐴′

𝐴

𝑓

𝑛

𝑚

𝑛′

𝑚′

𝑖

The commutativity of the outer part of this diagram tells us that 𝑓 is a mor-
phism from (𝑋 , 𝑚) to (𝑋 ′, 𝑚′) in 𝐌𝐨𝐧𝐢𝐜(𝐴). The map 𝑓 is bijective since it
is a composite of two bijections. In other words, 𝑓 is an isomorphism in 𝐒𝐞𝐭.
Let us observe that 𝑓 is therefore also an isomorphism in 𝐌𝐨𝐧𝐢𝐜(𝐴).
Proposition 5.B. Let 𝒜 be a category and let 𝐴 be an object of 𝒜 . Let (𝑋 , 𝑚)
and (𝑋 ′, 𝑚′) be two objects of𝐌𝐨𝐧𝐢𝐜(𝐴) and let 𝑓 be a morphism from (𝑋 , 𝑚)
to (𝑋 ′, 𝑚′). Suppose that 𝑓 is an isomorphism in 𝒜 with inverse 𝑓 −1.

1. The inverse 𝑓 −1 is a morphism from (𝑋 ′, 𝑚′) to (𝑋 , 𝑚) in 𝐌𝐨𝐧𝐢𝐜(𝐴).
2. The two morphisms 𝑓 and 𝑓 −1 are mutually inverse in 𝐌𝐨𝐧𝐢𝐜(𝐴).
3. The morphism 𝑓 is also an isomorphism in 𝐌𝐨𝐧𝐢𝐜(𝐴).
Proof. That 𝑓 is a morphism from (𝑋 , 𝑚) to (𝑋 ′, 𝑚′) tells us that the following
diagram commutes:

𝑋 𝑋 ′

𝐴

𝑓

𝑚 𝑚′

1. The commutativity of the above diagram gives us the equality 𝑚 = 𝑚′ ∘ 𝑓 .
Rearranging this equality leads to 𝑚 ∘ 𝑓 −1 = 𝑚′, which tells us that 𝑓 −1 is
a morphism from (𝑋 ′, 𝑚′) to (𝑋 , 𝑚).

2. We have in 𝒜 the identities

𝑓 ∘ 𝑓 −1 = 1𝑋 ′ , 𝑓 −1 ∘ 𝑓 = 1𝑋 . (5.7)
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The composition of morphisms in 𝐌𝐨𝐧𝐢𝐜(𝐴) is given by the composition
of morphisms in 𝒜 , and we have 1𝑋 = 1(𝑋 ,𝑚) and 1𝑋 ′ = 1(𝑋 ′,𝑚′). We can
therefore express the identities (5.7) in 𝒜 as the identities

𝑓 ∘ 𝑓 −1 = 1(𝑋 ′,𝑚′) , 𝑓 −1 ∘ 𝑓 = 1(𝑋 ,𝑚)

in𝐌𝐨𝐧𝐢𝐜(𝐴). This tells us that the morphisms 𝑓 and 𝑓 −1 are also mutually
inverse in 𝐌𝐨𝐧𝐢𝐜(𝐴).

3. This is a direct consequence of part 2. ∎
We have seen that the morphism 𝑓 from (𝑋 , 𝑚) to (𝑋 ′, 𝑚′) is an isomor-

phism in 𝒜 , and therefore also a morphism in 𝐌𝐨𝐧𝐢𝐜(𝐴). The existence of
this isomorphism shows that the objects (𝑋 , 𝑚) and (𝑋 ′, 𝑚′) are isomorphic.

(b)

Subobjects in 𝐆𝐫𝐩 are subgroups, subobjects in 𝐑𝐢𝐧𝐠 are subrings and sub-
objects in 𝐕𝐞𝐜𝐭𝕜 are linear subspaces. (This can be proven with the same
argumentation as for 𝐒𝐞𝐭 in part (a) of this exercise.)

(c)

We know that the monomorphisms in 𝐓𝐨𝐩 are precisely those continuous
maps that are injective. A subobject of a topological space𝑋 in the categorical
sense is therefore a subset 𝑌 of 𝑋 together with a topology on 𝑌 for which
the inclusion map from 𝑌 to 𝑋 is continuous. In other words, the topology
on 𝑌 needs to be coarser than the subspace topology induced from 𝑋 .

We find in particular that 𝑋 typically admits more subobjects than just its
subspaces.

Exercise 5.1.41
We denote the ambient category by 𝒜 . We find that

the given diagram is a pullback diagram

⟺
⎧⎪
⎨⎪⎩

for every object 𝐴 of 𝒜 and
all morphisms 𝑟 , 𝑠 ∶ 𝐴 → 𝑋 with 𝑓 ∘ 𝑟 = 𝑓 ∘ 𝑠,
there exists a unique morphism 𝑡 ∶ 𝐴 → 𝑋
with 𝑟 = 1𝐴 ∘ 𝑡 and 𝑠 = 1𝐴 ∘ 𝑡
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⟺
⎧⎪
⎨⎪⎩

for every object 𝐴 of 𝒜 and
all morphisms 𝑟 , 𝑠 ∶ 𝐴 → 𝑋 with 𝑓 ∘ 𝑟 = 𝑓 ∘ 𝑠,
there exists a unique morphism 𝑡 ∶ 𝐴 → 𝑋
with 𝑟 = 𝑡 and 𝑠 = 𝑡

⟺ {
for every object 𝐴 of 𝒜 and
all morphisms 𝑟 , 𝑠 ∶ 𝐴 → 𝑋 with 𝑓 ∘ 𝑟 = 𝑓 ∘ 𝑠,
we have 𝑟 = 𝑠

⟺ 𝑓 is a monomorphism .

Exercise 5.1.42
We need to show that for every two parallel morphisms

𝑟 , 𝑠 ∶ 𝑌 ⟶ 𝑋 ′

in 𝒜 with 𝑚′ ∘ 𝑟 = 𝑚′ ∘ 𝑠, we have 𝑟 = 𝑠. We find that

𝑚 ∘ 𝑓 ′ ∘ 𝑟 = 𝑓 ∘ 𝑚′ ∘ 𝑟 = 𝑓 ∘ 𝑚′ ∘ 𝑠 = 𝑚 ∘ 𝑓 ′ ∘ 𝑠
by the commutativity of the given diagram. It follows that

𝑓 ′ ∘ 𝑟 = 𝑓 ′ ∘ 𝑠
because the morphism 𝑚 is monic. We know from the universal property of
the pullback that any morphism 𝑡 from 𝑌 to 𝑋 ′ is uniquely determined by its
pair of composites 𝑚′ ∘ 𝑡 and 𝑓 ′ ∘ 𝑡 . We have seen that both 𝑚′ ∘ 𝑟 = 𝑚′ ∘ 𝑠
and 𝑓 ′ ∘ 𝑟 = 𝑓 ′ ∘ 𝑠, so we conclude that 𝑟 = 𝑠.

5.2 Colimits: definition and examples

Exercise 5.2.21
We denote the ambient category by 𝒜 .

Proposition 5.C. Let 𝒜 be a category, let

𝑠, 𝑡 ∶ 𝐴 ⟶ 𝐵
be two parallel morphisms in𝒜 and let (𝐸, 𝑖) be an equalizer of 𝑠 and 𝑡 . Then 𝑖
is a monomorphism.
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Proof. It follows from Exercise 5.1.36, part (a) that a morphism 𝑓 in 𝒜 with
codomain 𝐴 is uniquely determined by its composite 𝑖 ∘ 𝑓 . ∎

If 𝑠 = 𝑡 , then 𝑋 together with the morphism 1𝑋 is an equalizer of 𝑠 and 𝑡 ,
which shows in particular that an equalizer of 𝑠 and 𝑡 exists. We also have for
every equalizer (𝐸, 𝑖) of 𝑠 and 𝑡 the chain of equivalences

𝑖 is an isomorphism
⟺ 𝑖∗∶ 𝒜(−, 𝐸) ⟶ 𝒜(−, 𝑋) is a natural isomorphism

⟺ { for every object 𝐴 of 𝒜 ,
the map 𝑖∗∶ 𝒜(𝐴, 𝐸) → 𝒜(𝐴, 𝑋) is bijective

⟺ { for every object 𝐴 of 𝒜 ,
the map 𝑖∗∶ 𝒜(𝐴, 𝐸) → 𝒜(𝐴, 𝑋) is surjective (5.8)

⟺
⎧⎪
⎨⎪⎩

for every object 𝐴 of 𝒜 and
every morphism 𝑓 ∶ 𝐴 → 𝑋 ,
there exists a morphism 𝑔 ∶ 𝐴 → 𝐸
with 𝑓 = 𝑖 ∘ 𝑔

⟺ {
for every object 𝐴 of 𝒜 and
every morphism 𝑓 ∶ 𝐴 → 𝑋 ,
we have 𝑠 ∘ 𝑓 = 𝑡 ∘ 𝑓

(5.9)

⟺ 𝑠 = 𝑡 .

For the equivalence (5.8) we use that the equalizer 𝑖 is a monomorphism. For
the equivalence (5.9) we use that, according to the universal property of the
equalizer 𝑖, a morphism 𝑓 factors through 𝑖 if and only if 𝑠 ∘ 𝑓 = 𝑡 ∘ 𝑓 .

This shows the statement about equalizers. The statement about coequal-
izers follows from the following chain of equivalences:

𝑠 = 𝑡 in 𝒜
⟺ 𝑠op = 𝑡op in 𝒜 op

⟺ { 𝑠op and 𝑡op admit an equalizer in 𝒜 op,
which is furthermore an isomorphism

⟺ { 𝑠 and 𝑡 admit a coequalizer in 𝒜 ,
which is furthermore an isomorphism
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Exercise 5.2.22
(a)

The coequalizer of 𝑓 and 1𝑋 is given by the quotient set 𝑋/∼, where ∼ is the
equivalence relation on 𝑋 generated by

𝑥 ∼ 𝑓 (𝑥) for every 𝑥 ∈ 𝑋 .

This equivalence relation can also be described more explicitly as follows:
two elements 𝑥 and 𝑦 of 𝑋 are equivalent with respect to ∼ if and only if
they are contained in the same 𝑓 -orbit, i.e., if and only if there exist natural
exponents 𝑛 and 𝑚 with

𝑓 𝑛(𝑥) = 𝑓 𝑚(𝑦) .
Alternatively, let Γ be the following directed graph: the vertices of Γ are the

elements of 𝑋 , and there exists an edge from 𝑥 to 𝑦 in Γ if and only if 𝑦 = 𝑓 (𝑥).
Two elements of𝑋 are equivalent with respect to∼ if and only if they lie in the
same undirected connected component of Γ. The set 𝑋/∼ can be identified
with the set of undirected connected components of Γ.

We want to give special attention to the case that 𝑓 is bijective: in this case,
the elements of 𝑋 that are equivalent to a specific element 𝑥 are precisely
those of the form 𝑓 𝑛(𝑥) with 𝑛 ∈ ℤ.

(b)

Let 𝑋 be a topological space and let

𝑓 ∶ 𝑋 ⟶ 𝑋

be a continuous map. To construct the coequalizer of 𝑓 we take the con-
struction from part (a) of this exercise and endow the quotient 𝑋/∼ with the
quotient topology induced from 𝑋 .

For 𝑋 = 𝕊1 we may consider the rotation map

𝑓 ∶ 𝕊1 ⟶ 𝕊1 , 𝑥 ⟼ e2πi𝛼𝑥

for some irrational number 𝛼 . For every element of 𝑋 , its orbit under 𝑓 is
a countable, dense subset of 𝕊1. The quotient space 𝑋/∼ is therefore an un-
countable, indiscrete topological space.
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Exercise 5.2.23
(a)

The inclusion homomorphism 𝑖 from ℕ to ℤ is not surjective because the
element −1 of ℤ is not contained in its image.

Let𝑀 be a monoid and let 𝑓 be a homomorphism of monoids from (ℤ, +, 0)
to 𝑀 . Every natural number 𝑛 is invertible in (ℤ, +, 0), with its inverse given
by the non-positive integer −𝑛. It follows that the value 𝑓 (𝑛) is invertible
in 𝑀 , with inverse given by 𝑓 (−𝑛). The value 𝑓 (−𝑛) as therefore uniquely
determined by the value 𝑓 (𝑛).

This shows that the homomorphism 𝑓 is uniquely determined by its com-
posite 𝑓 ∘ 𝑖. This in turn shows that 𝑖 is an epimorphism in the category of
monoids.

(b)

The inclusion homomorphism 𝑖 from ℤ to ℚ is not surjective because the
element 1/2 of ℚ is not contained in its image.

Let 𝑅 be a ring and let 𝑓 be a homomorphism of rings from ℚ to 𝑅. Every
non-zero element 𝑛 of ℤ is invertible in ℚ, whence the element 𝑓 (𝑛) is invert-
ible in 𝑅. Every element 𝑥 of ℚ is of the form 𝑥 = 𝑝/𝑞 for some integers 𝑝
and 𝑞 with 𝑞 non-zero. It follows for the element 𝑥 that

𝑓 (𝑥) = 𝑓 (𝑝𝑞 ) = 𝑓 (𝑝 ⋅ 𝑞−1) = 𝑓 (𝑝)𝑓 (𝑞)−1 .

This shows that the homomorphism 𝑓 is uniquely determined by the val-
ues 𝑓 (𝑛)with 𝑛 ∈ ℤ, and is therefore uniquely determined by its composite 𝑓 ∘𝑖.
This shows that 𝑖 is an epimorphism.

Exercise 5.2.24
(a)

Recall 5.D. For every map of the form

𝑒 ∶ 𝐴 ⟶ 𝑋 ,
the equivalence relation ∼ on 𝐴 induced by 𝑒 is given by

𝑎 ∼ 𝑎′ ⟺ 𝑒(𝑎) = 𝑒(𝑎′) for all 𝑎, 𝑎′ ∈ 𝐴 .
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We denote the class of quotient objects of 𝐴 by Quot(𝐴), and the set of
equivalence relations on 𝐴 by Equiv(𝐴). We denote the objects of 𝐄𝐩𝐢𝐜(𝐴)
as pairs (𝑋 , 𝑒), consisting of an object 𝑋 and an epimorphism 𝑒 from 𝐴 to 𝑋 .
Given such an object, we refer to the equivalence relation induces by 𝑒 on 𝐴
as the equivalence relation induced by (𝑋 , 𝑒).

We have a map
𝐸∶ Ob(𝐄𝐩𝐢𝐜(𝐴)) ⟶ Equiv(𝐴)

that assigns to each object (𝑋 , 𝑒) of 𝐄𝐩𝐢𝐜(𝐴) the equivalence relation induced
by 𝑒. We shall show in the following that the map 𝐸 descends to a bijection
from Quot(𝐴) to Equiv(𝐴). For this, we need to show that the map 𝐸 is sur-
jective, and that two objects of 𝐄𝐩𝐢𝐜(𝐴) induce the same equivalence relation
on 𝐴 if and only if they are isomorphic.

We can consider for every equivalence relation∼ on𝐴 the quotient set𝐴/∼
and the canonical quotient map 𝑝 from 𝐴 to 𝐴/∼. The map 𝑝 is surjective,
whence (𝐴/∼, 𝑝) is an object of 𝐄𝐩𝐢𝐜(𝐴). This object induces the equivalence
relation ∼, and is therefore a preimage for ∼ with respect to 𝐸. This shows
that the map 𝐸 is surjective.

Let us now show that isomorphic objects of 𝐄𝐩𝐢𝐜(𝐴) have the same image
under 𝐸.

Let (𝑋 , 𝑒) and (𝑋 ′, 𝑒′) be two objects in 𝐄𝐩𝐢𝐜(𝐴), and suppose that there
exists a morphism 𝑓 from (𝑋 , 𝑒) to (𝑋 ′, 𝑒′) in 𝐄𝐩𝐢𝐜(𝐴). This means that 𝑓 is a
map from 𝑋 to 𝑋 ′ that makes the following diagram commute:

𝐴

𝑋 𝑋 ′

𝑒 𝑒′

𝑓

It follows for any two elements 𝑎 and 𝑎′ of 𝐴, that

𝑒(𝑎) = 𝑒(𝑎′) ⟹ 𝑓 (𝑒(𝑎)) = 𝑓 (𝑒(𝑎′)) ⟹ 𝑒′(𝑎) = 𝑒′(𝑎′) .

This means that the equivalence relation induced by 𝑒 implies the equivalence
relation induced by 𝑒′.

If (𝑋 , 𝑒) and (𝑋 ′, 𝑒′) are isomorphic, then there exist morphisms between
them in both directions. It then follows that both 𝑒 and 𝑒′ induce the same
equivalence relation on 𝐴.
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Let us now show that objects of 𝐄𝐩𝐢𝐜(𝐴) that induce the same equivalence
relation are already isomorphic. To do so, let (𝑋 , 𝑒) be an object of 𝐄𝐩𝐢𝐜(𝐴)
and let ∼ be the equivalence relation induced by (𝑋 , 𝑒). Let furthermore 𝑝 be
the canonical quotient map from 𝐴 to 𝐴/∼. We show in the following that

(𝑋 , 𝑒) ≅ (𝐴/∼, 𝑝) .
This then entails that the object (𝑋 , 𝑒) is determined by the equivalence rela-
tion ∼ up to isomorphism.

That (𝑋 , 𝑒) is an object of 𝐄𝐩𝐢𝐜(𝐴)means that 𝑋 is a set and 𝑒 is an epimor-
phism from 𝐴 to 𝑋 . More specifically, 𝑒 is an epimorphism in 𝐒𝐞𝐭, and thus a
surjective map. It follows that the map 𝑒 factors through a bijection

𝑓 ∶ 𝐴/∼ ⟶ 𝑋 , [𝑎] ⟼ 𝑒(𝑎) .
This induced bijection makes the diagram

𝐴

𝐴/∼ 𝑋

𝑝 𝑒

𝑓

commute, which tells us that 𝑓 is a morphism from (𝐴/∼, 𝑝∼) to (𝑋 , 𝑒) in the
category 𝐄𝐩𝐢𝐜(𝐴).

We make the following observation:

Proposition 5.E. Let 𝒜 be a category and let 𝐴 be an object of 𝒜 . Let (𝑋 , 𝑒)
and (𝑋 ′, 𝑒′) be two objects of 𝐄𝐩𝐢𝐜(𝐴) and let 𝑓 be a morphism from (𝑋 , 𝑒)
to (𝑋 ′, 𝑒′). Suppose that 𝑓 is an isomorphism in 𝒜 with inverse 𝑓 −1.

1. The inverse 𝑓 −1 is a morphism from (𝑋 ′, 𝑚′) to (𝑋 , 𝑚) in 𝐄𝐩𝐢𝐜(𝐴).
2. The two morphisms 𝑓 and 𝑓 −1 are mutually inverse in 𝐄𝐩𝐢𝐜(𝐴).
3. The morphism 𝑓 is also an isomorphism in 𝐄𝐩𝐢𝐜(𝐴).
Proof. The given proposition is the dual of Proposition 5.B (page 131). ∎

It follows from the above proposition that the morphism 𝑓 from (𝐴/∼, 𝑝)
to (𝑋 , 𝑒) is an isomorphism. The two objects (𝐴/∼, 𝑝) and (𝑋 , 𝑒) are therefore
isomorphic.
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(b)

Given a group 𝐺 and object (𝑋 , 𝑒) of 𝐄𝐩𝐢𝐜(𝐺), the kernel of 𝑒 is a normal
subgroup of 𝐺. We can adapt the argumentation from part (a) of this exercise
to show that this assignment yields a bijection between Quot(𝐺) and the set
of normal subgroups of 𝐺.

Exercise 5.2.25
(a)

We denote the ambient category by 𝒜 .

split monomorphism ⟹ regular monomorphism

Let
𝑚∶ 𝐴 ⟶ 𝐵

be a split monomorphism in 𝒜 . This means that there exists a morphism

𝑒 ∶ 𝐵 ⟶ 𝐴
such that 𝑒 ∘ 𝑚 = 1𝐴.

We note that the morphism𝑚 is a monomorphism: for every object 𝑋 of𝒜
and any two parallel morphisms

𝑓 , 𝑔 ∶ 𝑋 ⟶ 𝐴
with 𝑚 ∘ 𝑓 = 𝑚 ∘ 𝑔, we have

𝑓 = 𝑒 ∘ 𝑚 ∘ 𝑓 = 𝑒 ∘ 𝑚 ∘ 𝑔 = 𝑔 .
We show now that 𝑚 is an equalizer of the two morphisms

𝑚 ∘ 𝑒, 1𝐵 ∶ 𝐵 ⟶ 𝐵 .
We have the equalities

(𝑚 ∘ 𝑒) ∘ 𝑚 = 𝑚 ∘ 𝑒 ∘ 𝑚 = 𝑚 ∘ 1𝐴 = 𝑚 = 1𝐵 ∘ 𝑚 ,
which shows that the diagram

𝐴 𝐵 𝐵𝑚 𝑚∘𝑒
1𝐵
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is a fork. To see that this fork is universal, let 𝑋 be an object of 𝒜 and let 𝑓
be a morphism from 𝑋 to 𝐵 such that

(𝑚 ∘ 𝑒) ∘ 𝑓 = 1𝐵 ∘ 𝑓 .
This means that 𝑚 ∘ 𝑒 ∘ 𝑓 = 𝑓 . It follows for the composite 𝑓 ′ ≔ 𝑒 ∘ 𝑓 , which
is a morphism from 𝑋 to 𝐴, that

𝑚 ∘ 𝑓 ′ = 𝑚 ∘ 𝑒 ∘ 𝑓 = 𝑓 .
This shows that the morphism 𝑓 factors through 𝑚. We have already shown
that 𝑚 is a monomorphism, whence this factorization is unique.

regular monomorphism ⟹ monomorphism

Let (𝐸, 𝑖) be an equalizer of two parallel morphisms

𝑠, 𝑡 ∶ 𝑋 ⟶ 𝑌
in 𝒜 . Let 𝐴 be an object of 𝒜 and let

𝑓 , 𝑔 ∶ 𝐴 ⟶ 𝐸
be two morphisms with 𝑖 ∘ 𝑓 = 𝑖 ∘ 𝑔. We denote this common composite by 𝑟 .
We have

𝑠 ∘ 𝑟 = 𝑠 ∘ 𝑖 ∘ 𝑓 = 𝑡 ∘ 𝑖 ∘ 𝑔 = 𝑡 ∘ 𝑟 ,
whence there exists by the universal property of the equalizer (𝐸, 𝑖) a unique
morphism ℎ from 𝐴 to 𝐸 with 𝑟 = 𝑖 ∘ ℎ. Both 𝑓 and 𝑔 satisfy the role of ℎ,
whence ℎ = 𝑓 and ℎ = 𝑔 by the uniqueness of ℎ, and thus 𝑓 = 𝑔.

(b)

The inclusion homomorphism 𝑚 from 2ℤ to ℤ is injective, and therefore a
monomorphism in 𝐀𝐛. But it is not a split monomorphism in 𝐀𝐛. There
would otherwise exist a homomorphism 𝑒 from ℤ to 2ℤ with 𝑒 ∘ 𝑚 = 12ℤ.
This would entail for the element 𝑥 ≔ 𝑒(1) that

2𝑥 = 2𝑒(1) = 𝑒(2) = 𝑒(𝑚(2)) = 2 .
But no element 𝑥 of 2ℤ has this property.
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Let now
𝑚∶ 𝐴 ⟶ 𝐵

be an arbitrary monomorphism in 𝐀𝐛. Let 𝐵′ be the image of 𝑚 and let 𝑝 be
the canonical quotient map from 𝐵 to 𝐵/𝐵′. The morphism 𝑚 is the equalizer
of 𝑝 and the zero homomorphism. It is therefore a regular monomorphism.

(c)

Let
𝑠, 𝑡 ∶ 𝑋 ⟶ 𝑌

be two parallel morphisms in 𝐓𝐨𝐩 and let (𝐸, 𝑖) be an equalizer of 𝑟 and 𝑠. We
already know that 𝑖 is a monomorphism, and therefore injective. We show in
the following that 𝐸 carries the subspace topology induced from 𝑋 . To prove
this, we show that for every topological space 𝐴 and every map 𝑓 from 𝐴
to 𝐸, the map 𝑓 is continuous if and only if the composite 𝑖 ∘ 𝑓 is continuous.

We know that the map 𝑖 is continuous (since it is a morphism in 𝐓𝐨𝐩), so
if 𝑓 is continuous, then so is the composite 𝑖 ∘ 𝑓 .

Suppose conversely that the composite 𝑖∘𝑓 is continuous. Let us abbreviate
this composite by 𝑔. The map 𝑔 is a morphism in 𝐓𝐨𝐩 that satisfies

𝑠 ∘ 𝑔 = 𝑠 ∘ 𝑖 ∘ 𝑓 = 𝑡 ∘ 𝑖 ∘ 𝑓 = 𝑡 ∘ 𝑔 .
It follows from the universal property of the equalizer (𝐸, 𝑖) that there exists
a unique continuous map 𝑓 ′ from 𝐴 to 𝐸 with 𝑔 = 𝑖 ∘ 𝑓 ′. The two maps 𝑓
and 𝑓 ′ satisfy the equalities

𝑖 ∘ 𝑓 = 𝑔 = 𝑖 ∘ 𝑓 ′ ,
and we already know that 𝑖 is a monomorphism. It follows that 𝑓 = 𝑓 ′, which
tells us in particular that the map 𝑓 is continuous, since 𝑓 ′ is continuous.

We have not characterized monomorphisms and regular monomorphisms
in 𝐓𝐨𝐩. A morphism in 𝐓𝐨𝐩 is a monomorphism if and only if it is injective.
A monomorphism is regular if and only if the topology of its domain is the
subspace topology induces from its codomain.

We can regard any set 𝑋 either as an indiscrete topological space 𝐼 (𝑋) or
as a discrete topological space 𝐷(𝑋). The identity map from 𝐼 (𝑋) to 𝐷(𝑋)
is bijective, therefore injective, and thus a monomorphism. But it is not a
regular monomorphism as long as 𝑋 contains at least two distinct elements,
because 𝐼 (𝑋) does not carry the subspace topology induced from 𝐷(𝑋).

141



Chapter 5 Limits

Exercise 5.2.26
Dualizing part (a) of Exercise 5.2.25 gives us the implications

split epimorphism ⟹ regular epimorphism ⟹ epimorphism .

(a)

An isomorphism is both a split monomorphism and a split epimorphism, and
therefore both a monomorphism and a regular epimorphism.

Suppose now conversely that a morphism

𝑓 ∶ 𝐴 ⟶ 𝐵
is both a monomorphism and a regular epimorphism. There exist by assump-
tion two parallel morphisms

𝑠, 𝑡 ∶ 𝐶 ⟶ 𝐴
such that 𝑓 is the coequalizer of 𝑠 and 𝑡 . This entails that 𝑓 ∘ 𝑠 = 𝑓 ∘ 𝑡 . It
follows that 𝑠 = 𝑡 because 𝑓 is a monomorphism. It further follows from
Exercise 5.2.21 that 𝑓 is an isomorphism.

(b)

We are only left to show the implication

epimorphism ⟹ split epimorphism ,
which is provided by the axiom of choice.

(c)

If a category 𝒜 satisfies the axiom of choice, then every morphism in 𝒜 that
is both a monomorphism and an epimorphism is already an isomorphism: it
is both amonomorphism and a split epimorphism, therefore both amonomor-
phism and a regular epimorphism, and therefore an isomorphism by part (a)
of this exercise.

Therefore, if 𝐓𝐨𝐩 were to satisfy the axiom of choice, then every bijective
continuous map would already be a homeomorphism. But we know that this
is not the case. We thus see that 𝐓𝐨𝐩 does not satisfy the axiom of choice.
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The homomorphism of groups

𝑝∶ ℤ ⟶ ℤ/2ℤ , 𝑥 ⟼ [𝑥]

is an epimorphism in 𝐆𝐫𝐩 that does not admit a right-inverse. It is therefore
an epimorphism, but not a split epimorphism. The existence of this example
shows that 𝐆𝐫𝐩 does not satisfy the axiom of choice.

Exercise 5.2.27

We consider pullbacks, pushouts, and composition.

Monomorphisms, pullbacks

We have seen in Exercise 5.1.42 that the class of monomorphisms is stable
under pullbacks.

Monomorphisms, pushouts

The class of monomorphisms is not necessarily stable under pushouts.
To construct a counterexample we consider the category 𝐂𝐑𝐢𝐧𝐠 of com-

mutative rings. The coproduct of two commutative rings 𝑅 and 𝑆 in 𝐂𝐑𝐢𝐧𝐠 is
their tensor product 𝑅⊗ℤ 𝑆, the canonical homomorphism from 𝑅 and 𝑆 into
their coproduct are given by the mappings 𝑟 ↦ 𝑟 ⊗1 and 𝑠 ↦ 1⊗𝑠. The initial
object of 𝐂𝐑𝐢𝐧𝐠 is given by the ring of integers, ℤ. The following diagram is
therefore a pushout diagram:

ℤ 𝑅

𝑆 𝑅 ⊗ℤ 𝑆

We may consider for 𝑅 and 𝑆 the two rings ℚ and ℤ/2. We have

ℚ ⊗ℤ (ℤ/2) = 0 ,

143



Chapter 5 Limits

and therefore the following pushout diagram:

ℤ ℚ

ℤ/2 0

The inclusion homomorphism fromℤ toℚ is injective, and therefore a mono-
morphism. But the homomorphism from ℤ/2 to 0 is not injective, and there-
fore not a monomorphism.

Monomorphisms, composition

The class of monomorphisms is closed under composition. To see this, let

𝑚∶ 𝐴 ⟶ 𝐵 , 𝑚′∶ 𝐵 ⟶ 𝐶
be two composable monomorphisms in some category 𝒜 . Let

𝑓 , 𝑔 ∶ 𝑋 ⟶ 𝐴
be twomorphisms𝒜 with𝑚′∘𝑚∘𝑓 = 𝑚′∘𝑚∘𝑔. Then𝑚∘𝑓 = 𝑚∘𝑔 because𝑚′ is
a monomorphism, and thus 𝑓 = 𝑔 because𝑚 is a monomorphism. This shows
that 𝑚′ ∘ 𝑚 is again a monomorphism.

Regular monomorphisms, pullbacks

The class of regular monomorphisms is closed under pullbacks.
Let (𝐸, 𝑖) be an equalizer of two morphisms

𝑠, 𝑡 ∶ 𝐴 ⟶ 𝐵
is some category ℬ. Suppose that 𝑖 is part of a pullback diagram of the fol-
lowing form:

𝐸′ 𝐸

𝐴′ 𝐴

𝑔

𝑖′ 𝑖

𝑓
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Let 𝑠′ and 𝑡′ be the composites

𝑠′ ≔ 𝑠 ∘ 𝑓 , 𝑡 ′ ≔ 𝑡 ∘ 𝑓 .

We may extend the above diagram as follows:

𝐸′ 𝐸

𝐴′ 𝐴

𝐵

𝑔

𝑖′ 𝑖

𝑓

𝑠′
𝑡′ 𝑠 𝑡

We claim that (𝐸′, 𝑖′) is an equalizer of 𝑠′ and 𝑡′.
To prove this, let

ℎ∶ 𝐶 ⟶ 𝐴′

be a morphism in 𝒜 with 𝑠′ ∘ ℎ = 𝑡′ ∘ ℎ. We need to show that there exists a
unique morphism 𝑘 from 𝐶 to 𝐸′ with ℎ = 𝑖′ ∘ 𝑘. We already know that 𝑖′ is
again a monomorphism, so it only remains to show the existence of 𝑘.

We have by assumption the equalities

𝑠 ∘ 𝑓 ∘ ℎ = 𝑠′ ∘ ℎ = 𝑡 ′ ∘ ℎ = 𝑡 ∘ 𝑓 ∘ ℎ .

It follows from the universal property of the equalizer (𝐸, 𝑖) that there exists
a unique morphism 𝑘′ from 𝐶 to 𝐸 with

𝑖 ∘ 𝑘′ = 𝑓 ∘ ℎ .

It further follows from the universal property of the pullback (𝐸′, 𝑔, 𝑖′) that
there exist a unique morphism

𝑘 ∶ 𝐶 ⟶ 𝐸′

with both 𝑔 ∘ 𝑘 = 𝑘′ and 𝑖′ ∘ 𝑘 = ℎ. This proves the desired existence of 𝑘.
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The above argument results in the following diagram:

𝐶

𝐸′ 𝐸

𝐴′ 𝐴

𝐵

ℎ

𝑘′

𝑘

𝑔

𝑖′ 𝑖

𝑓

𝑠′
𝑡′ 𝑠 𝑡

Regular monomorphisms, pushouts

According to [MSE13a], the class of regular monomorphisms is not necessar-
ily closed under pushouts.

Regular monomorphisms, composition

According to [AHS06, Exercise 7J], the class of regular monomorphisms is
not necessarily closed under composition.

Split monomorphisms, pullbacks

The class of split monomorphisms is not necessarily closed under pullbacks.
To see this, we consider the category 𝐒𝐞𝐭. We observe that monomorphism

in 𝐒𝐞𝐭 are split-monomorphisms, except for those whose domain is empty, but
codomain is non-empty. Let 𝑋 be a set and let 𝐴 and 𝐵 be two subsets of 𝑋 .
Then the diagram

𝐴 ∩ 𝐵 𝐵

𝐴 𝑋
is a pullback diagram, where each morphism is the respective inclusion map.
If 𝐴 and 𝐵 are non-empty and disjoint, then it follows that the inclusion map
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from 𝐴 to 𝑋 is a split monomorphism, but the inclusion map from 𝐴 ∩ 𝐵 = ∅
to 𝐵 is not.

Split monomorphisms, pushouts

The class of split monomorphisms is closed under pushouts.
To see this, let

𝑚∶ 𝐴 ⟶ 𝐵
be a split monomorphism, and suppose that

𝐴 𝐴′

𝐵 𝐵′

𝑓

𝑚 𝑚′

𝑔

is a pushout diagram. There exists by assumption a morphism

𝑒 ∶ 𝐵 ⟶ 𝐴
with 𝑒 ∘ 𝑚 = 1𝐴. The two morphisms

1𝐴′ ∶ 𝐴′ ⟶ 𝐴′ , 𝑓 ∘ 𝑒 ∶ 𝐵 ⟶ 𝐴′

satisfy
(𝑓 ∘ 𝑒) ∘ 𝑚 = 𝑓 ∘ 𝑒 ∘ 𝑚 = 𝑓 ∘ 1𝐴 = 𝑓 = 1𝐴′ ∘ 𝑓 .

By the universal property of the pushout, there hence exists a unique mor-
phism 𝑒′ from 𝐵′ to 𝐴′ with both 𝑒′ ∘ 𝑚′ = 1𝐴′ and 𝑒′ ∘ 𝑔 = 𝑓 ∘ 𝑒. This shows
that the morphism 𝑚′ is again a split monomorphism.

Split monomorphisms, composition

The class of split monomorphisms is closed under composition.
Let

𝑚∶ 𝐴 ⟶ 𝐵 , 𝑚′∶ 𝐵 ⟶ 𝐶
be two composable split monomorphisms. There exist by assumption mor-
phisms

𝑒 ∶ 𝐵 ⟶ 𝐴 , 𝑒′∶ 𝐶 ⟶ 𝐵
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with 𝑒 ∘ 𝑚 = 1𝐴 and 𝑒′ ∘ 𝑚′ = 1𝐵. It follows that

(𝑒 ∘ 𝑒′) ∘ (𝑚′ ∘ 𝑚) = 𝑒 ∘ 𝑒′ ∘ 𝑚′ ∘ 𝑚 = 𝑒 ∘ 1𝐵 ∘ 𝑚 = 𝑒 ∘ 𝑚 = 1𝐴 .

This shows that the composite 𝑚′ ∘ 𝑚 is again a split monomorphism.

Epimorphisms, pullbacks

Wehave seen that the class ofmonomorphisms is not necessarily closed under
pushouts. It follows by duality that the class of epimorphisms is not neces-
sarily closed under pullbacks.

Let us also give an explicit example: given a topological space 𝑋 and two
subspaces 𝐴 and 𝐵 of 𝑋 , we have the following pullback diagram, in which
the arrows are the respective inclusion maps:

𝐴 ∩ 𝐵 𝐴

𝐵 𝑋

The same holds true if we don’t consider the entire category 𝐓𝐨𝐩, but instead
only the full subcategory of Hausdorff spaces. In this category, we have there-
fore the following pullback diagram:

∅ ℚ

ℝ ∖ ℚ ℝ

The inclusion map ℚ → ℝ is an epimorphisms in this category, whereas the
inclusion map ∅ → ℝ ∖ ℚ is not.

Epimorphisms, pushouts

We have seen that the class of monomorphisms is closed under pullbacks. It
follows by duality that the class of epimorphisms is closed under pushouts.
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Epimorphisms, composition

We have seen that the class of monomorphisms is closed under composition.
It follows by duality that the class of epimorphisms is again closed under
composition.

Regular epimorphisms, pullbacks

We have seen that the class of regular monomorphisms in not necessarily
closed under pushouts. It follows by duality that the class of regular epimor-
phisms is not necessarily closed under pullbacks.

Regular epimorphisms, pushouts

We have seen that the class of regular monomorphisms is closed under pull-
backs. It follows by duality that the class of regular epimorphisms is closed
under pushouts.

Regular epimorphisms, composition

We have seen that the class of regular monomorphisms is not necessarily
closed under composition. It follows by duality that the class of regular epi-
morphisms is not necessarily closed under composition.

Split epimorphisms, pullbacks

We have seen that the class of split monomorphisms is closed under pushouts.
It follows by duality that the class of split epimorphisms is closed under pull-
back.

Split epimorphisms, pushouts

We have seen that the class of split monomorphisms is not necessarily closed
under pullbacks. It follows by duality that the class of split monomorphisms
is not necessarily closed under pushouts.
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Split epimorphisms, composition

We have seen that the class of split monomorphisms is closed under compo-
sition. It follows by duality that the class of split epimorphisms is also closed
under composition.

5.3 Interactions between functors and limits

Exercise 5.3.8

We denote the desired functor by 𝑃 . We need no define the action of 𝑃 on
morphism and then check the functoriality of this action.

Let

(𝑓 , 𝑔)∶ (𝑋 , 𝑌 ) ⟶ (𝑋 ′, 𝑌 ′)

be a morphism in 𝒜 × 𝒜 . There exists by the universal property of the prod-
uct 𝑋 ′ × 𝑌 ′ a unique morphism 𝑓 × 𝑔 from 𝑋 × 𝑌 to 𝑋 ′ × 𝑌 ′ that makes the
following diagram commute:

𝑋 × 𝑌

𝑋 𝑌

𝑋 ′ × 𝑌 ′

𝑋 ′ 𝑌 ′

𝑓 ×𝑔

𝑝𝑋,𝑌
1 𝑝𝑋,𝑌

2

𝑓 𝑔
𝑝𝑋′,𝑌 ′
1 𝑝𝑋′,𝑌 ′

2

We let 𝑃(𝑓 , 𝑔) be this morphism 𝑓 × 𝑔.
We have for every object (𝑋 , 𝑌 ) of 𝒜 × 𝒜 the following commutative dia-
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gram:

𝑋 × 𝑌

𝑋 𝑌

𝑋 × 𝑌

𝑋 𝑌

1𝑋 ×1𝑌

𝑝𝑋,𝑌
1 𝑝𝑋,𝑌

2

1𝑋 1𝑌
𝑝𝑋,𝑌
1 𝑝𝑋,𝑌

2

The commutativity of this diagram tells us that the morphism 1𝑋×𝑌 satisfies
the defining property of the morphism 1𝑋 × 1𝑌 , whence

1𝑋 × 1𝑌 = 1𝑋×𝑌 .

We have therefore the chain of equalities

𝑃(1(𝑋 ,𝑌 )) = 𝑃(1𝑋 , 1𝑌 ) = 1𝑋 × 1𝑌 = 1𝑋×𝑌 = 1𝑃(𝑋 ,𝑌 ) .

Let now

(𝑓 , 𝑔)∶ (𝑋 , 𝑌 ) ⟶ (𝑋 ′, 𝑌 ′) , (𝑓 ′, 𝑔′)∶ (𝑋 ′, 𝑌 ′) ⟶ (𝑋″, 𝑌″)

be two composable morphisms in𝒜×𝒜 . We have the following commutative
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diagram:
𝑋 × 𝑌

𝑋 𝑌

𝑋 ′ × 𝑌 ′

𝑋 ′ 𝑌 ′

𝑋″ × 𝑌″

𝑋″ 𝑌″

𝑓 ×𝑔

𝑝𝑋,𝑌
1 𝑝𝑋,𝑌

2

𝑓 𝑔
𝑝𝑋′,𝑌 ′
1 𝑝𝑋′,𝑌 ′

2

𝑓 ′×𝑔′

𝑓 ′ 𝑔′
𝑝𝑋″,𝑌″
1 𝑝𝑋″,𝑌″

2

By leaving out the middle part of this diagram, we get the following commu-
tative diagram:

𝑋 × 𝑌

𝑋 𝑌

𝑋″ × 𝑌″

𝑋″ 𝑌″

(𝑓 ′×𝑔′)∘(𝑓 ×𝑔)

𝑝𝑋,𝑌
1 𝑝𝑋,𝑌

2

𝑓 ′∘𝑓 𝑔′∘𝑔
𝑝𝑋″,𝑌″
1 𝑝𝑋″,𝑌″

2

The commutativity of this diagram shows that the composite (𝑓 ′ ×𝑔′) ∘ (𝑓 ×𝑔)
satisfies the defining property of (𝑓 ′ ∘ 𝑓 ) × (𝑔′ ∘ 𝑔), whence

(𝑓 ′ × 𝑔′) ∘ (𝑓 × 𝑔) = (𝑓 ′ ∘ 𝑓 ) × (𝑔′ ∘ 𝑔) .
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We have therefore the chain of equalities

𝑃(𝑓 ′, 𝑔′) ∘ 𝑃(𝑓 , 𝑔) = (𝑓 ′ × 𝑔′) ∘ (𝑓 × 𝑔)
= (𝑓 ′ ∘ 𝑓 ) × (𝑔′ ∘ 𝑔)
= 𝑃(𝑓 ′ ∘ 𝑓 , 𝑔′ ∘ 𝑔)
= 𝑃((𝑓 ′, 𝑔′) ∘ (𝑓 , 𝑔)) .

We have thus constructed a functor 𝑃 from𝒜 ×𝒜 to𝒜 , given by on objects
by 𝑃(𝑋 , 𝑌 ) = 𝑋 × 𝑌 and on morphisms by 𝑃(𝑓 , 𝑔) = 𝑓 × 𝑔.

Exercise 5.3.9
For every object 𝐴 of 𝒜 , the map

𝜋𝐴,𝑋 ,𝑌 ∶ 𝒜(𝐴, 𝑋 × 𝑌 ) ⟶ 𝒜(𝐴, 𝑋) × 𝒜(𝐴, 𝑌 ) ,
ℎ ⟼ (𝑝𝑋,𝑌

1 ∘ ℎ, 𝑝𝑋,𝑌
2 ∘ ℎ)

is a bijection by the universal property of the product 𝑋 ×𝑌 . We need to show
that this bijection is natural in 𝐴, 𝑋 and 𝑌 .

For every morphism
𝑓 ∶ 𝐴′ ⟶ 𝐴

in 𝒜 , the resulting diagram

𝒜(𝐴, 𝑋 × 𝑌 ) 𝒜(𝐴, 𝑋) × 𝒜(𝐴, 𝑌 )

𝒜(𝐴′, 𝑋 × 𝑌 ) 𝒜(𝐴′, 𝑋 ) × 𝒜(𝐴′, 𝑌 )

𝜋𝐴,𝑋 ,𝑌

𝑓 ∗ 𝑓 ∗×𝑓 ∗

𝜋𝐴′,𝑋 ,𝑌

commutes, because

(𝑓 ∗ × 𝑓 ∗)(𝜋𝐴,𝑋 ,𝑌 (ℎ)) = (𝑓 ∗ × 𝑓 ∗)(𝑝𝑋,𝑌
1 ∘ ℎ, 𝑝𝑋,𝑌

2 ∘ ℎ)
= (𝑓 ∗(𝑝𝑋,𝑌

1 ∘ ℎ), 𝑓 ∗(𝑝𝑋,𝑌
2 ∘ ℎ))

= (𝑝𝑋,𝑌
1 ∘ ℎ ∘ 𝑓 , 𝑝𝑋,𝑌

2 ∘ ℎ ∘ 𝑓 )
= 𝜋𝐴′,𝑋 ,𝑌 (ℎ ∘ 𝑓 )
= 𝜋𝐴′,𝑋 ,𝑌 (𝑓 ∗(ℎ))
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for every element ℎ of𝒜(𝐴, 𝑋 × 𝑌 ). This shows the naturality of the transfor-
mation (𝜋𝐴,𝑋 ,𝑌 )𝐴,𝑋 ,𝑌 in 𝐴.

The naturality in both 𝑋 and 𝑌 is equivalent to the naturality in (𝑋 , 𝑌 ). Let
therefore

(𝑓 , 𝑔)∶ (𝑋 , 𝑌 ) ⟶ (𝑋 ′, 𝑌 ′)
be a morphism in 𝒜 ×ℬ. The resulting diagram

𝒜(𝐴, 𝑋 × 𝑌 ) 𝒜(𝐴, 𝑋) × 𝒜(𝐴, 𝑌 )

𝒜(𝐴, 𝑋 ′ × 𝑌 ′) 𝒜(𝐴, 𝑋 ′) × 𝒜(𝐴, 𝑌 ′)

𝜋𝐴,𝑋 ,𝑌

(𝑓 ×𝑔)∗ 𝑓∗×𝑔∗
𝜋𝐴,𝑋′,𝑌 ′

commutes, because

(𝑓∗ × 𝑔∗)(𝜋𝐴,𝑋 ,𝑌 (ℎ)) = (𝑓∗ × 𝑔∗)(𝑝𝑋,𝑌
1 ∘ ℎ, 𝑝𝑋,𝑌

2 ∘ ℎ)
= (𝑓 ∘ 𝑝𝑋,𝑌

1 ∘ ℎ, 𝑔 ∘ 𝑝𝑋,𝑌
2 ∘ ℎ)

= (𝑝𝑋 ′,𝑌 ′
1 ∘ (𝑓 × 𝑔) ∘ ℎ, 𝑝𝑋 ′,𝑌 ′

2 ∘ (𝑓 × 𝑔) ∘ ℎ)
= 𝜋𝐴,𝑋 ′,𝑌 ′((𝑓 × 𝑔) ∘ ℎ)
= 𝜋𝐴,𝑋 ′,𝑌 ′((𝑓 × 𝑔)∗(ℎ))

for every element ℎ of 𝒜(𝐴, 𝑋 × 𝑌 ). This shows the naturality of (𝜋𝐴,𝑋 ,𝑌 )𝐴,𝑋 ,𝑌
in (𝑋 , 𝑌 ), and thus in both 𝑋 and 𝑌 .

Exercise 5.3.10
Let𝒜 andℬ be two categories and let 𝐹 be a functor from𝒜 . Let 𝐈 be a small
category and let 𝐷 be a diagram of shape 𝐈 in𝒜 . For every cone 𝐶 = (𝐴, (𝑝𝐼 )𝐼 )
of the diagram 𝐷, we denote the resulting cone (𝐹 (𝐴), (𝐹 (𝑝𝐼 ))𝐼 ) of the dia-
gram 𝐹 ∘ 𝐷 by 𝐹(𝐶).

Suppose now that the functor 𝐹 creates limits. We need to show that the
functor 𝐹 also reflects limits. For this, let 𝐶 be a cone on 𝐷 such that 𝐹(𝐶) is
a limit cone on 𝐹 ∘ 𝐷. We need to show that 𝐶 is a limit cone on 𝐷.

There exists by assumption a unique cone 𝐿 on 𝐷 with 𝐹(𝐿) = 𝐹(𝐶), and
this cone 𝐿 is a limit cone on 𝐷. We have 𝐿 = 𝐶 by the uniqueness of 𝐿,
whence 𝐶 is a limit cone on 𝐷.
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Exercise 5.3.11
(a)

Let 𝐈 be a small category and let 𝐷 be a diagram of shape 𝐈 in 𝐆𝐫𝐩. For every
object 𝐽 of 𝐈 let pr𝐽 be the projection from the product ∏𝐼 ∈Ob(𝐈) 𝑈 (𝐷(𝐼 )) onto
its 𝐽 -th factor 𝑈 (𝐷(𝐽 )).

An explicit description for the limit of 𝑈 ∘ 𝐷 is given by the set

𝐿′ ≔ {(𝑥𝐼 )𝐼 ∈ ∏
𝐼 ∈Ob(𝐈)

𝑈 (𝐼 ) | 𝑥𝐾 = 𝐷(𝑢)(𝑥𝐽 ) for every
morphism 𝑢∶ 𝐽 → 𝐾 in 𝐈} ,

and for every object 𝐼 of 𝐈 the projections 𝑝′𝐼 from 𝐿′ to 𝑈 (𝐷(𝐼 )) is given by
restrictions of the projections pr𝐼 . We need to show that there exists a unique
group structure on the set 𝐿′ that makes each projection 𝑝′𝐼 into a homomor-
phism of groups from the resulting group 𝐿 to the group 𝐷(𝐼 ). We shall then
denote this homomorphism of groups by 𝑝𝐼 instead of 𝑝′𝐼 (so that the map 𝑝′𝐼 is
the image of 𝑝𝐼 under the forgetful functor 𝑈 ). Afterwards, we need to show
that (𝐿, (𝑝𝐼 )𝐼 ) is a limit cone on the diagram 𝐷.

We first want to uniquely endow the set 𝐿′ with a group structure – result-
ing in a group 𝐿 – such that for each object 𝐼 of 𝐈 the projection map 𝑝′𝐼 is
a homomorphism of groups – then denoted by 𝑝𝐼 – from 𝐿 to 𝐷(𝐼 ). If such
a group structure exists, then we must have for every two elements 𝑥 and 𝑦
of 𝐿 with 𝑥 = (𝑥𝐼 )𝐼 and (𝑦𝐼 )𝐼 the equalities

𝑝𝐼 (𝑥 ⋅ 𝑦) = 𝑝𝐼 (𝑥) ⋅ 𝑝𝐼 (𝑦) = 𝑥𝐼 ⋅ 𝑦𝐼 .
This means that the group structure of 𝐿 needs to be given by

(𝑥𝐼 )𝐼 ⋅ (𝑦𝐼 )𝐼 = (𝑥𝐼 ⋅ 𝑦𝐼 )𝐼 . (5.10)

This shows the uniqueness of the desired group structure.
To show that (5.10) results in a well-defined group structure on 𝐿′, we only

need to show that 𝐿′ is a subgroup of ∏𝐼 ∈Ob(𝐈) 𝐷(𝐼 ). In other words, we need
to show that 𝐿′ contain the identity element, and that for any two of its ele-
ments 𝑥 and 𝑦 , their product 𝑥 ⋅ 𝑦 is again contained in 𝐿′.
• The identity element of ∏𝐼 ∈Ob(𝐈) 𝐷(𝐼 ) is given by 1 ≔ (1𝐷(𝐼 ))𝐼 . This element
satisfies for every morphism

𝑢∶ 𝐽 ⟶ 𝐾
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of 𝐈 the chain of equalities

𝐷(𝑢)(pr𝐽 (1)) = 𝐷(𝑢)(1𝐷(𝐽 )) = 1𝐷(𝐾) = pr𝐾 (1) ,

and is therefore contained in 𝐿′.
• For every two elements 𝑥 = (𝑥𝐼 )𝐼 and 𝑦 = (𝑦𝐼 )𝐼 on 𝐿′, we have for every
morphism

𝑢∶ 𝐽 ⟶ 𝐾
of 𝐈 the chain of equalities

𝐷(𝑢)(pr𝐽 (𝑥 ⋅ 𝑦)) = 𝐷(𝑢)(pr𝐽 (𝑥) ⋅ pr𝐽 (𝑦))
= 𝐷(𝑢)(𝑥𝐽 ⋅ 𝑦𝐽 )
= 𝐷(𝑢)(𝑥𝐽 ) ⋅ 𝐷(𝑢)(𝑦𝐽 )
= 𝑥𝐾 ⋅ 𝑦𝐾
= pr𝐾 (𝑥) ⋅ pr𝐾 (𝑦)
= pr𝐾 (𝑥 ⋅ 𝑦) .

This shows that the product 𝑥 ⋅ 𝑦 is again contained in 𝐿′.

We have now overall shown that there exists a unique group structure on
the set 𝐿′ – making it into a group 𝐿 – such that for every object 𝐼 of 𝐈, the
projection map 𝑝′𝐼 from 𝐿′ to 𝑈 (𝐷(𝐼 )) is a homomorphism of groups from 𝐿
to 𝐷(𝐼 ) – which we shall denote by 𝑝𝐼 .

Next, we want to show that (𝐿, (𝑝𝐼 )𝐼 ) is a cone on 𝐷. To this end, we need
to show that

𝐷(𝑢) ∘ 𝑝𝐽 = 𝑝𝐾
for every morphism

𝑢∶ 𝐽 ⟶ 𝐾
in 𝐈. It suffices to show that

𝑈 (𝐷(𝑢) ∘ 𝑝𝐽 ) = 𝑈 (𝑝𝐾 )

because the forgetful functor 𝑈 is faithful. We also recall that

𝑈 (𝐷(𝑢)) ∘ 𝑝′𝐽 = 𝑝′𝐾
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because (𝐿′, (𝑝′𝐼 )𝐼 ) is a (limit) cone on 𝑈 ∘ 𝐷. It follows that

𝑈 (𝐷(𝑢) ∘ 𝑝𝐽 ) = 𝑈 (𝐷(𝑢)) ∘ 𝑈 (𝑝𝐽 ) = 𝑈 (𝐷(𝑢)) ∘ 𝑝′𝐽 = 𝑝′𝐾 = 𝑈 (𝑝𝐾 ) ,
as desired. We have thus shown that (𝐿, (𝑝𝐼 )𝐼 ) is a cone on the diagram 𝐷.

It remains to show that the cone (𝐿, (𝑝𝐼 )𝐼 ) is already a limit cone. To show
this, let (𝐶, (𝑞𝐼 )𝐼 ) be another cone on 𝐷. We need to show that there exists
a unique homomorphism of groups 𝑓 from 𝐶 to 𝐿 with 𝑝𝐼 ∘ 𝑓 = 𝑞𝐼 for every
object 𝐼 of 𝐈.

By applying the forgetful functor 𝑈 to the cone (𝐶, (𝑞𝐼 )𝐼 ) of 𝐷, we arrive at
the cone (𝐶′, (𝑞′𝐼 )𝐼 ) of 𝑈 ∘ 𝐷. (In other words, 𝐶′ = 𝑈 (𝐶) and 𝑞′𝐼 = 𝑈 (𝑞𝐼 ) for
every object 𝐼 of 𝐈.) The cone (𝐿, (𝑝′𝐼 )𝐼 ) is, by assumption, a limit cone on 𝑈 ∘𝐷.
There hence exists a unique set-theoretic map 𝑓 ′ from 𝐶′ to 𝐿′ with

𝑝′𝐼 ∘ 𝑓 ′ = 𝑞′𝐼
for every object 𝐼 of 𝐈. It suffices to show in the following that 𝑓 ′ is already a
homomorphism of groups from 𝐶 to 𝐿.

To show this, let 𝑥 and 𝑦 be two elements of 𝐶 . We have for every object 𝐼
of 𝐈 the chain of equalities

𝑝′𝐼 (𝑓 ′(𝑥 ⋅ 𝑦)) = 𝑞′𝐼 (𝑥 ⋅ 𝑦)
= 𝑞′𝐼 (𝑥) ⋅ 𝑞′𝐼 (𝑦)
= 𝑝′𝐼 (𝑓 ′(𝑥)) ⋅ 𝑝′𝐼 (𝑓 ′(𝑦))
= 𝑝′𝐼 (𝑓 ′(𝑥) ⋅ 𝑓 ′(𝑦)) ,

and therefore altogether the equality

𝑓 ′(𝑥 ⋅ 𝑦) = 𝑓 ′(𝑥) ⋅ 𝑓 ′(𝑦) .
This shows that 𝑓 ′ is indeed a homomorphism of groups from 𝐶 to 𝐿.

(b)

The same argumentation goes through for any kind of “category of algebras”.

Exercise 5.3.12
Let 𝐷 be a diagram of shape 𝐈 in 𝒜 .
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The induced diagram 𝐹 ∘ 𝐷 in ℬ is again of shape 𝐈, and therefore admits
a limit cone (𝐿′, (𝑝′𝐼 )𝐼 ). The functor 𝐹 creates limits by assumption. There
hence exists a unique cone (𝐿, (𝑝𝐼 )𝐼 ) of 𝐷 such that 𝐿′ = 𝐹(𝐿) and 𝑝′𝐼 = 𝐹(𝑝𝐼 )
for every object 𝐼 of 𝐈, and this cone (𝐿, (𝑝𝐼 )𝐼 ) is a limit cone on 𝐷. This shows
that the category 𝒜 has limits of shape 𝐈.

To show that 𝐹 preserves limits, we make the following observations.

• For every category 𝒜 and every diagram 𝐷 of shape 𝐈 in 𝒜 , we can form
the category 𝐂𝐨𝐧𝐞(𝐷) of cones over 𝐷.

◦ The objects of 𝐂𝐨𝐧𝐞(𝐷) are cones over 𝐷.
◦ A morphism from a cone (𝐶, (𝑝𝐼 )𝐼 ) to a cone (𝐶′, (𝑝′𝐼 )𝐼 ) in 𝐂𝐨𝐧𝐞(𝐷) is a
morphism 𝑓 from 𝐶 to 𝐶′ in𝒜 such that 𝑝′𝐼 ∘ 𝑓 = 𝑝𝐼 for every object 𝐼 of 𝐈.

◦ The composition of morphisms in 𝐂𝐨𝐧𝐞(𝐷) is the composition of mor-
phisms in 𝒜 .

◦ For every cone (𝐶, (𝑝𝐼 )𝐼 ) over 𝐷, its identity morphism in 𝐂𝐨𝐧𝐞(𝐷) is
given by the identity morphism of 𝐶 in 𝒜 .

(We have thus a forgetful functor from 𝐂𝐨𝐧𝐞(𝐷) to 𝒜 that assigns to each
cone its vertex.)

• A cone over a diagram 𝐷 is a limit cone over 𝐷 if and only if it is terminal
in 𝐂𝐨𝐧𝐞(𝐷).

• Let 𝒜 and ℬ be two categories, let 𝐹 be a functor from 𝒜 to ℬ, and let 𝐷
be a diagram of shape 𝐈 in 𝒜 . The functor 𝐹 induces a functor 𝐂𝐨𝐧𝐞(𝐹)
from 𝐂𝐨𝐧𝐞(𝐷) to 𝐂𝐨𝐧𝐞(𝐹 ∘ 𝐷) as follows:

◦ For every cone (𝐶, (𝑝𝐼 )𝐼 ) over 𝐷, its image under the functor 𝐂𝐨𝐧𝐞(𝐹) is
the cone (𝐹 (𝐶), (𝐹 (𝑝𝐼 ))𝐼 ) over 𝐹 ∘ 𝐷.

◦ Let (𝐶, (𝑝𝐼 )𝐼 ) and (𝐶′, (𝑝′𝐼 )𝐼 ) be two cones over 𝐷 and let 𝑓 be a morphism
from (𝐶, (𝑝𝐼 )𝐼 ) to (𝐶′, (𝑝′𝐼 )𝐼 ). The image of 𝑓 under the functor 𝐂𝐨𝐧𝐞(𝐹)
is 𝐹(𝑓 ).

Let now 𝐶̃ ≔ (𝐿̃, ( ̃𝑝𝐼 )𝐼 ) be a limit cone on the diagram 𝐷. We know that the
diagram 𝐶 ≔ (𝐿, (𝑝𝐼 )𝐼 ) is also a limit cone on 𝐷. It follows that the cones 𝐶̃
and 𝐶 are both terminal in 𝐂𝐨𝐧𝐞(𝐷), and therefore isomorphic in 𝐂𝐨𝐧𝐞(𝐷).
The resulting cones 𝐂𝐨𝐧𝐞(𝐹)(𝐶̃) and 𝐂𝐨𝐧𝐞(𝐹)(𝐶) are therefore isomorphic
in 𝐂𝐨𝐧𝐞(𝐹 ∘ 𝐷). The cone 𝐂𝐨𝐧𝐞(𝐹)(𝐶) is given by (𝐿′, (𝑝′𝐼 )𝐼 ), which is a limit
cone on 𝐹 ∘ 𝐷. Therefore, 𝐂𝐨𝐧𝐞(𝐹)(𝐶) is terminal in 𝐂𝐨𝐧𝐞(𝐹 ∘ 𝐷). It follows
that 𝐂𝐨𝐧𝐞(𝐹)(𝐶̃) is also terminal in 𝐂𝐨𝐧𝐞(𝐹 ∘ 𝐷), because it is isomorphic
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to 𝐂𝐨𝐧𝐞(𝐹)(𝐶). This means that the cone 𝐂𝐨𝐧𝐞(𝐹)(𝐶̃) = (𝐹(𝐿̃), ( ̃𝑝𝐼 )𝐼 ) is a
limit cone for the diagram 𝐹 ∘ 𝐷.

This shows that the functor 𝐹 preserves limits.

Exercise 5.3.13
(a)

Let 𝑆 be an arbitrary set. We have for every set 𝑆 the chain of isomorphisms
(of functors)

ℬ(𝐹(𝑆), −) ≅ 𝐒𝐞𝐭(𝑆, 𝐺(−)) ≅ 𝐒𝐞𝐭(𝑆, −) ∘ 𝐺 .

The functor 𝐺 preserves epimorphisms by assumption, so it suffices to show
that the functor 𝐒𝐞𝐭(𝑆, −) preserves epimorphisms. But the axiom of choice
asserts that every epimorphism in 𝐒𝐞𝐭 is a split epimorphism, and every func-
tor preserves split epimorphisms.1

(b)

The epimorphisms in 𝐀𝐛 are precisely those homomorphisms of groups that
are surjective. If 𝑃 is a projective object of 𝐀𝐛, then it thus follows that for
every surjective homomorphism of abelian groups

𝑓 ∶ 𝐴 ⟶ 𝐵 ,

the induced map
𝑓∗∶ 𝐀𝐛(𝑃, 𝐴) ⟶ 𝐀𝐛(𝑃, 𝐵)

is again surjective.
We consider now the group 𝑃 = ℤ/2 and the surjective homomorphism of

abelian groups
𝑓 ∶ ℤ ⟶ ℤ/2 , 𝑥 ⟼ [𝑥] .

The induced map

𝑓∗∶ 𝐀𝐛(ℤ/2, ℤ) ⟶ 𝐀𝐛(ℤ/2, ℤ/2)
1The assertion that 𝐒𝐞𝐭(𝑆, −) preserves epimorphisms for every set 𝑆, i.e., that every object

of 𝐒𝐞𝐭 is projective, is in fact equivalent to the axiom of choice.
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is not surjective because its domain contains only a single element (namely
the zero homomorphism) while its codomain contains two elements (the zero
homomorphism and the identity homomorphism).

This tells us that the abelian group ℤ/2 is not projective in 𝐀𝐛.

Remark 5.F. It is a well-know in algebra that in a module category 𝑅-𝐌𝐨𝐝,
where 𝑅 is some ring, the following conditions on an object 𝑃 are equivalent:

i. 𝑃 is projective in 𝑅-𝐌𝐨𝐝.
ii. For every epimorphism of 𝑅-modules

𝑝∶ 𝐴 ⟶ 𝐵

and every homomorphism of 𝑅-modules

𝑓 ∶ 𝑃 ⟶ 𝐵 ,

there exists a lift of 𝑓 along 𝑝. More explicitly, there exists a homomor-
phism of 𝑅-modules 𝑔 from 𝑃 to 𝐴 with 𝑓 = 𝑝 ∘ 𝑔, i.e., such that the
following diagram commutes:

𝑃

𝐴 𝐵
𝑓𝑔

𝑝

iii. Every epimorphism of 𝑅-modules with codomain 𝑃 splits.

iv. Every short exact sequence of 𝑅-modules that ends in 𝑃 splits.

v. 𝑃 is (isomorphic to) a direct summand of a free 𝑅-module.

Our above (counter)example is based on the observation that ℤ/2 cannot
be a direct summand of a free ℤ-module, since ℤ/2 is a non-trivial torsion
module but freeℤ-modules have only trivial torsion (becauseℤ is an integral
domain).
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(c)

More explicitly, an object 𝐼 of a category ℬ is injective if and only if the con-
travariant functor ℬ(−, 𝐼 ) turns monomorphisms (in ℬ) into epimorphisms
(in 𝐒𝐞𝐭). Even more explicitly: for every monomorphism

𝑚∶ 𝐵 ⟶ 𝐵′

in ℬ, every morphism
𝑓 ∶ 𝐵 ⟶ 𝐼

extends to a morphism 𝑔 from 𝐵′ to 𝐼 , in the sense that 𝑔′ ∘ 𝑚 = 𝑓 , i.e., such
that the following diagram commutes:

𝐼

𝐴 𝐴′

𝑓

𝑚

𝑔

Let us show that every object on 𝐕𝐞𝐜𝐭𝕜 is injective. For this, let 𝑊 be
a 𝕜-vector space and let

𝑚∶ 𝑈 ⟶ 𝑉
be a monomorphism of 𝕜-vector spaces. This means that 𝑚 is an injective
and 𝕜-linear map from 𝑈 to 𝑉 . Thanks to the axiom of choice, (or rather,
Zorn’s lemma,) there exists a linear subspace 𝑉 ′ of 𝑉 with

𝑉 = im(𝑚) ⊕ 𝑉 ′ .

It follows that there exists a linear map 𝑒 from 𝑉 to 𝑈 with 𝑒 ∘ 𝑚 = 1𝑈 ; one
such map is given by

𝑒(𝑚(𝑢) + 𝑣 ′) = 𝑢
for all elements 𝑢 and 𝑣 ′ of 𝑈 and 𝑉 ′ respectively.

It follows for every linear map 𝑓 from 𝑈 to𝑊 that the composite 𝑔 ≔ 𝑓 ∘ 𝑒
is a linear map from 𝑉 to 𝑊 with

𝑔 ∘ 𝑚 = 𝑓 ∘ 𝑒 ∘ 𝑚 = 𝑓 ∘ 1𝑈 = 𝑓 .

We have thus proven that 𝑊 is injective in 𝐕𝐞𝐜𝐭𝕜.
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Let us now show that the abelian groupℤ is non-injective in𝐀𝐛. To see this,
we let 𝑖 be the inclusion map from 2ℤ to ℤ, and consider the homomorphism
of groups

𝑓 ∶ 2ℤ ⟶ ℤ , ℤ , 𝑛 ⟼ 𝑛
2 .

There exists no homomorphism of groups 𝑔 from ℤ to ℤ with 𝑔 ∘ 𝑖 = 𝑓 , i.e.,
such that the diagram

ℤ

2ℤ 2ℤ

𝑓

𝑖

𝑔

commutes. Indeed, if such a homomorphism 𝑔 were to exist, then the ele-
ment 𝑥 ≔ 𝑔(1) of ℤ would need to satisfy the equations

2𝑥 = 2𝑔(1) = 𝑔(2) = 𝑓 (𝑖(2)) = 𝑓 (2) = 2
2 = 1 .

But no element 𝑥 of ℤ satisfies the equation 2𝑥 = 1.
We have thus shown that the abelian group ℤ is not injective in 𝐀𝐛.

Remark 5.G. Let 𝑅 be a ring.
Baer’s criterion asserts that an 𝑅-module 𝐼 is injective if and only if for

every ideal 𝐽 of 𝑅, every homomorphism of 𝑅-modules from 𝐽 to 𝐼 extends
to a homomorphism of 𝑅-modules from 𝑅 to 𝐼 .

If 𝑅 is a principal ideal domain, then this means that an 𝑅-module is injec-
tive if and only if it is divisible.

Our above (counter)example is based on the observation that ℤ is not di-
visible as a ℤ-module, since multiplication by 2 is not surjective.
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Chapter 6

Adjoints, representables and
limits

6.1 Limits in terms of representables and
adjoints

Exercise 6.1.5
The category of diagrams of shape 𝐈 in 𝒜 – i.e., the functor category [𝐈, 𝒜] –
is isomorphic to the product category 𝒜 × 𝒜 . For every object 𝐴 of 𝒜 , the
object of𝒜 ×𝒜 corresponding to the constant functor Δ(𝐴) is the pair (𝐴, 𝐴).

A cone on an object (𝐴, 𝐵) of 𝒜 ×𝒜 is an object 𝑄 of 𝒜 together with two
morphisms

𝑞1∶ 𝑄 ⟶ 𝐴 , 𝑞2∶ 𝑄 ⟶ 𝐵 .
A limit cone is thus an object 𝑃 of 𝒜 together with two morphisms

𝑝1∶ 𝑃 ⟶ 𝐴 , 𝑝2∶ 𝑃 ⟶ 𝐵
such that for every other cone (𝑄, 𝑞1, 𝑞2) as above, there exists a unique mor-
phism 𝑓 from 𝑄 to 𝑃 with 𝑝1 ∘𝑓 = 𝑞1 and 𝑝2 ∘𝑓 = 𝑞2. In other words, (𝑃, 𝑝1, 𝑝2)
is precisely a product of the two objects 𝐴 and 𝐵.

Proposition 6.1.4 gives us the functoriality of the product (−) × (−) from
Exercise 5.3.8 It also tells us that this product functor

(−) × (−)∶ 𝒜 × 𝒜 ⟶ 𝒜
is right adjoint to the diagonal functor

Δ∶ 𝒜 ⟶ 𝒜 × 𝒜 .
(We had already seen this for 𝒜 = 𝐒𝐞𝐭 as part of Exercise 3.1.1.)
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Exercise 6.1.6
Let 𝐺 be a group. We may identify the functor category [𝐺, 𝐒𝐞𝐭] with the cat-
egory of 𝐺-sets, which we shall denote by 𝐺-𝐒𝐞𝐭. We recall that an element 𝑥
of a 𝐺-set is called invariant if

𝑔 ⋅ 𝑥 = 𝑥 for every 𝑔 ∈ 𝐺 .
A 𝐺-set 𝑋 is trivial if each element of 𝐺 acts by the identity on 𝑋 . In other
words, every element of 𝑋 needs to be 𝐺-invariant.

For every 𝐺-set 𝑋 we can consider its set of invariants

𝑋 𝐺 ≔ {𝑥 ∈ 𝑋 | 𝑥 is 𝐺-invariant} .
This is the largest subset of𝑋 onwhich 𝐺 act trivially. We can dually consider
its set of coinvariants, denoted by 𝑋𝐺 , which is the largest quotient of 𝑋 on
which 𝐺 act trivially. It can be constructed as the set

𝑋𝐺 ≔ 𝑋/∼
where the equivalence relation ∼ of 𝑋 is generated by 𝑥 ∼ 𝑔 ⋅ 𝑥 with 𝑥 ∈ 𝑋
and 𝑔 ∈ 𝐺. The set 𝑋𝐺 can equivalently be described as the set of 𝐺-orbits
of 𝑋 .

Let 𝑋 be a 𝐺-set. When regarded as a diagram of shape 𝐺, a cone on 𝑋 is
a set 𝑆 together with a map

𝑓 ∶ 𝑆 ⟶ 𝑋
such that 𝑔 ⋅ 𝑓 (𝑠) = 𝑓 (𝑠) for every element 𝑠 of 𝑆. In other words, the image
of the map 𝑓 must be contained in the set of invariants 𝑋 𝐺 .

It follows that the set 𝑋 𝐺 together with the inclusion map from 𝑋 𝐺 to 𝑋 is
a limit cone on 𝑋 . We find dually that the set 𝑋𝐺 together with the quotient
map from 𝑋 to 𝑋𝐺 is a colimit cocone on 𝑋 .

The diagonal functor
Δ∶ 𝐒𝐞𝐭 ⟶ [𝐺, 𝐒𝐞𝐭]

corresponds to the functor

𝑇 ∶ 𝐒𝐞𝐭 ⟶ 𝐺-𝐒𝐞𝐭
that regards any set as a trivial 𝐺-set. We get from Proposition 6.1.4 the ad-
junctions

(−)𝐺 ⊣ 𝑇 ⊣ (−)𝐺 .
We have already encountered these adjunctions in (our solution to) Exer-
cise 2.1.16.
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6.2 Limits and colimits of presheaves

Exercise 6.2.20
(a)

It follows from Corollary 6.2.6 that the functor category [𝐀, 𝒮 ] also has pull-
backs. According to Lemma 5.1.32, the natural transformation 𝛼 is a mono-
morphism in [𝐀, 𝒮 ] if and only if the diagram

𝑋 𝑋

𝑋 𝑌

1𝑋

1𝑋 𝛼

𝛼

(6.1)

is a pullback diagram in [𝐀, 𝒮 ].
It follows from Corollary 6.2.6 that if the above diagram is a pullback dia-

gram, then for every object 𝐴 of 𝐀, the resulting diagram

𝑋(𝐴) 𝑋(𝐴)

𝑋(𝐴) 𝑌 (𝐴)

1𝑋(𝐴)

1𝑋(𝐴) 𝛼𝐴

𝛼𝐴

(6.2)

is a pullback diagram in𝒮 . The converse is also true, by Theorem 6.2.5. There-
fore, the diagram (6.1) is a pullback diagram in [𝐀, 𝒮 ] if and only if for every
object 𝐴 in 𝐀, the diagram (6.2) is a pullback diagram in 𝒮 .

We hence have by Lemma 5.1.32 the following chain of equivalences:

𝛼 is a natural transformation
⟺ the diagram (6.1) is a pullback diagram in [𝐀, 𝒮 ]
⟺ the diagram (6.2) is a pullback diagram in 𝒮 for every object 𝐴 of 𝐀
⟺ the morphism 𝛼𝐴 is a monomorphism in 𝒮 for every object 𝐴 of 𝐀 .

Therefore, the natural transformation 𝛼 is a monomorphism in [𝐀, 𝒮 ] if and
only if each of its components 𝛼𝐴 is a monomorphism in 𝒮 .

We can similarly use the dual of Lemma 5.1.32 to show the following propo-
sition:
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Let 𝐀 be a small category and let 𝒮 be a locally small category with
pushouts. The epimorphisms in [𝐀, 𝒮 ] are precisely those natural
transformations that are an epimorphism in each component.

(b)

The category 𝐒𝐞𝐭 admits both pullback and pushouts. The monomorphisms
in 𝐒𝐞𝐭 are precisely those maps that are injective, and the epimorphisms are
precisely those maps that are surjective.

It follows that the monomorphisms in [𝐀, 𝐒𝐞𝐭] are precisely those natural
transformations whose every component is injective. Similarly, the epimor-
phisms in [𝐀, 𝐒𝐞𝐭] are precisely those natural transformations whose every
component is surjective.

(c)

Monomorphisms

Suppose first that for every object 𝐴 of 𝐀, the morphism 𝛼𝐴 is a monomor-
phism in 𝒮 . Let

𝛽, 𝛽′∶ 𝑍 ⟶ 𝑋
be two morphisms in [𝐀, 𝒮 ] (i.e., natural transformations between the func-
tors 𝑍 and 𝑋 ) with 𝛼 ∘ 𝛽 = 𝛼 ∘ 𝛽′. This means that for every object 𝐴 of 𝐀, we
have the chain of equalities

𝛼𝐴 ∘ 𝛽𝐴 = (𝛼 ∘ 𝛽)𝐴 = (𝛼 ∘ 𝛽′)𝐴 = 𝛼𝐴 ∘ 𝛽′𝐴 .
It follows for every object 𝐴 of 𝐀 that 𝛽𝐴 = 𝛽′𝐴 because the morphism 𝛼𝐴 is
a monomorphism. This shows that 𝛽 = 𝛽′, which in turn shows that 𝛼 is a
monomorphism in [𝐀, 𝒮 ].

Suppose conversely that 𝛼 is a monomorphism. We restrict ourselves to the
case that 𝒮 = 𝐒𝐞𝐭. We know from Yoneda’s lemma that for every object 𝐴
of 𝐀, the evaluation functor

ev𝐴∶ [𝐀, 𝐒𝐞𝐭] ⟶ 𝐒𝐞𝐭
is representable byH𝐴. But representable functors always preservemonomor-
phisms.1 It hence follows that the isomorphic functor ev𝐴 also preserves

1A morphism 𝑔 ∶ 𝐵′ → 𝐵″ in a category ℬ is a monomorphism if and only if the induced
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monomorphisms. Therefore, the component 𝛼𝐴 = ev𝐴(𝛼) is a monomorphism
in 𝐒𝐞𝐭 for every object 𝐴 of 𝐀.

Epimorphisms

If each component of 𝛼 is an epimorphism in 𝒮 , then we can proceed in the
same way as above to see that 𝛼 is an epimorphism in [𝐀, 𝒮 ].

It remains to show that for an epimorphism in [𝐀, 𝐒𝐞𝐭], all of its components
are epimorphisms in 𝐒𝐞𝐭. However, the author doesn’t know how to do this
without using part (a) of this exercise.

Remark 6.A. For more information on the missing part of the above solution,
we refer to [MSE22].

Exercise 6.2.21
(a)

Let 𝛼 be an isomorphism from 𝑋 + 𝑌 to H𝐴. Let

𝑖∶ 𝑋 ⟹ 𝑋 + 𝑌 , 𝑗 ∶ 𝑌 ⟹ 𝑋 + 𝑌

be natural transformations that realize 𝑋 + 𝑌 as a coproduct of 𝑋 and 𝑌 , and
let

𝛽 ≔ 𝛼 ∘ 𝑖∶ 𝑋 ⟹ H𝐴 , 𝛾 ≔ 𝛼 ∘ 𝑗 ∶ 𝑌 ⟹ H𝐴 .
We know that colimits in [𝒜 op, 𝐒𝐞𝐭] are computed pointwise. This tells us

that for every object 𝐴′ of 𝒜 , the two maps

𝑖𝐴′ ∶ 𝑋(𝐴′) ⟶ (𝑋 + 𝑌)(𝐴′) , 𝑗𝐴′ ∶ 𝑌 (𝐴′) ⟶ (𝑋 + 𝑌)(𝐴′)

make the set (𝑋 + 𝑌 )(𝐴′) into a coproduct of the two sets 𝑋(𝐴′) and 𝑌 (𝐴′).
We know that the coproduct of two sets is given by their disjoint union. The
set (𝑋 +𝑌 )(𝐴′) is therefore the disjoint union of the images of 𝑖𝐴′ and 𝑗𝐴′ (and
both 𝑖𝐴′ and 𝑗𝐴′ are injective). The map 𝛼𝐴′ is a bijection from (𝑋 + 𝑌 )(𝐴′)

map 𝑔∗ ∶ ℬ(𝐵, 𝐵′) → ℬ(𝐵, 𝐵″) is injective for every object 𝐵 of ℬ. (This is a direct
reformulation of the definition of a monomorphism.) The class of monomorphisms is
therefore chosen in precisely such a way that each functor H𝐵 = ℬ(𝐵, −) preserves
monomorphisms.
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toH𝐴(𝐴′), so it further follows that the setH𝐴(𝐴′) is the disjoint union of the
images of 𝛼𝐴′ ∘ 𝑖𝐴′ = 𝛽𝐴′ and 𝛼𝐴′ ∘ 𝑗𝐴′ = 𝛾𝐴′ .

This entails that the set 𝒜(𝐴,𝐴) = H𝐴(𝐴) is the disjoint union of the im-
ages of 𝛽𝐴′ and 𝛾𝐴′ . The element 1𝐴 of 𝒜(𝐴,𝐴) is therefore contained in
precisely on of these two images. We may assume that it is contained in the
image of 𝛽𝐴.

We check in the following that the set 𝑌 (𝐴′) is empty for every object 𝐴′

of 𝒜 . We do so by showing the image of 𝑌 (𝐴′) in H𝐴(𝐴′) under 𝛾𝐴′ is empty.
Let 𝑥 be a preimage of 1𝐴 in 𝑋(𝐴) under 𝛽𝐴. (This preimage is in fact

unique, since 𝛽𝐴 = 𝛼𝐴 ∘ 𝑖𝐴 is a composite of two injective maps.) Let 𝐴′ be an
arbitrary object of 𝒜 and let 𝑓 be an element of H𝐴(𝐴′). This means that 𝑓
is a morphism from 𝐴′ to 𝐴. Then

𝑓 = 1𝐴 ∘ 𝑓 = 𝑓 ∗(1𝐴) = H𝐴(𝑓 )(1𝐴) = H𝐴(𝑓 )(𝛽𝐴(𝑥)) = 𝛽𝐴′(𝑋(𝑓 )(𝑥))
by the naturality of 𝛽 . This shows that all ofH𝐴(𝐴′) is contained in the image
of 𝛽𝐴′ . But H𝐴(𝐴′) is the disjoint union of the images of 𝛽𝐴′ and 𝛾𝐴′ . We thus
find that the image of 𝛾𝐴′ is empty, and therefore that 𝑌 (𝐴′) is empty.

(b)

Let 𝑋 and 𝑌 be two representable presheaves on 𝒜 . This means that there
exists objects 𝐴 and 𝐴′ of 𝒜 with

𝑋 ≅ H𝐴 , 𝑌 ≅ H𝐴′ .
This entails that the sets

𝑋(𝐴) ≅ H𝐴(𝐴) = 𝒜(𝐴,𝐴) , 𝑌 (𝐴′) ≅ H𝐴′(𝐴′) = 𝒜(𝐴′, 𝐴′)
are non-empty because they contain the elements 1𝐴 and 1𝐴′ respectively. It
follows from part (a) that the functor 𝑋 + 𝑌 cannot be representable.

Exercise 6.2.22
Warning 6.B. For a covariant functor

𝑋 ∶ 𝒜 ⟶ 𝐒𝐞𝐭 ,
its category of elements, denoted by 𝐄(𝑋), is typically defined as follows.
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• The objects of 𝐄(𝑋) are pairs (𝐴, 𝑥) consisting of an object 𝐴 of 𝒜 and an
element 𝑥 of 𝑋(𝐴).

• A morphism in 𝐄(𝑋) from an object (𝐴, 𝑥) to an object (𝐴′, 𝑥 ′) is a mor-
phism 𝑓 from 𝐴 to 𝐴′ in 𝒜 with 𝑋(𝑓 )(𝑥) = 𝑥 ′.

A presheaf 𝑋 on a category 𝒜 is a contravariant functor from 𝒜 to 𝐒𝐞𝐭, and
thus a covariant functor from 𝒜 op to 𝐒𝐞𝐭. The above definition of “category
of elements” can therefore be applied to 𝑋 . This results in the following defi-
nition of 𝐄(𝑋).
• The objects of 𝐄(𝑋) are pairs (𝐴, 𝑥) consisting of an object 𝐴 of 𝒜 and an
element 𝑥 of 𝑋(𝐴).

• A morphism in 𝐄(𝑋) from an object (𝐴, 𝑥) to an object (𝐴′, 𝑥 ′) is a mor-
phism 𝑓 from 𝐴′ to 𝐴 in 𝒜 with 𝑋(𝑓 )(𝑥) = 𝑥 ′.

This definition of 𝐄(𝑋) does not agree with Definition 6.2.16: the two defini-
tions result in opposite categories.2

In the following, we will use Definition 6.2.16, as intended in the book.

In the following, let us refer to the objects of the category 𝐄(𝑋) as the
elements of 𝑋 . By Yoneda’s lemma, we have for every object 𝐴 of 𝒜 the
bijection

[𝒜 op, 𝐒𝐞𝐭](H𝐴, 𝑋 ) ⟶ 𝑋(𝐴) , ℎ ⟼ ℎ𝐴(1𝐴) .
We get from this bijection an induced one-to-one correspondence between
elements of 𝑋 and pairs (𝐴, 𝛼) consisting of an object 𝐴 of 𝒜 and a natural
transformation 𝛼 fromH𝐴 to𝑋 . This correspondence is given by themapping

(𝐴, 𝛼) ⟼ (𝐴, 𝛼𝐴(1𝐴)) .
Let (𝐴, 𝑥) and (𝐴′, 𝑥 ′) be two elements of𝑋 and let (𝐴, 𝛼) and (𝐴′, 𝛼 ′) be the

corresponding pairs as above. Every natural transformation from H𝐴′ to H𝐴′

is of the form H𝑓 for a unique morphism 𝑓 from 𝐴 to 𝐴′ because the Yoneda
embedding is fully faithful. The resulting diagram

H𝐴 H𝐴′

𝑋

H𝑓

𝛼 𝛼 ′

2The author is extremely annoyed by this inconsistency.
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commutes if and only if
𝛼 = 𝛼 ′ ∘ H𝑓 .

By Yoneda’s lemma, this equality of natural transformations is equivalent to
the equality of elements

𝛼𝐴(1𝐴) = (𝛼 ′ ∘ H𝑓 )𝐴(1𝐴)
The left-hand side of this equation is the element 𝑥 , and the right-hand side
can be rewritten as

(𝛼 ′ ∘ H𝑓 )𝐴(1𝐴) = (𝛼 ′𝐴 ∘ (H𝑓 )𝐴)(1𝐴)
= 𝛼 ′𝐴((H𝑓 )𝐴(1𝐴))
= 𝛼 ′𝐴(H𝐴′(𝑓 )(1𝐴′)) (6.3)
= 𝑋(𝑓 )(𝛼𝐴′(1𝐴′)) (6.4)
= 𝑋(𝑓 )(𝑥 ′) .

We use for (6.3) the chain of equalities

(H𝑓 )𝐴(1𝐴) = 𝑓∗(1𝐴) = 𝑓 ∘ 1𝐴 = 𝑓 = 1𝐴′ ∘ 𝑓 = 𝑓 ∗(1𝐴′) = H𝐴′(𝑓 )(1𝐴′) ,
and (6.4) holds because 𝛼 is a natural transformation from H𝐴′ to 𝑋 . The
commutativity of the above diagram is therefore equivalent to the equality

𝑥 = 𝑋(𝑓 )(𝑥 ′) .
This equality expresses precisely that 𝑓 is a morphism from (𝐴, 𝑥) to (𝐴′, 𝑥 ′)
in 𝐄(𝑋).

We have altogether an isomorphism

𝑌 ⇒ 𝑋
where 𝑌 is the Yoneda embedding from 𝒜 to [𝒜 op, 𝐒𝐞𝐭], and where we use
(the dual of) the notation from Example 2.3.4.3

3More explicitly, we consider the comma category of the following situation:

𝟏

𝒜 [𝒜 op, 𝐒𝐞𝐭]
𝑋

𝑌
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Exercise 6.2.23
The presheaf 𝑋 is representable if and only if it admits a universal element.
Such a universal element is – by definition – a pair (𝐴, 𝑥) consisting of an
object 𝐴 of 𝒜 and an element 𝑥 of 𝑋(𝐴) such that for every other object 𝐴′

of𝒜 and every element 𝑥 ′ of𝑋(𝐴′), there exists a uniquemorphism 𝑓 from𝐴′

to 𝐴 in 𝒜 with 𝑋(𝑓 )(𝑥) = 𝑥 ′. But this means precisely that the pair (𝐴, 𝑥) is
a terminal object in 𝐄(𝑋).

Exercise 6.2.24
Remark 6.C. This exercise is a massive waste of time and the following solu-
tion is not proofread in the slightest.

We build up to the case of an arbitrary small category 𝐀 by considering
first some special cases.

The category 𝐀 is the one-object category 𝟏
We consider first the special case that 𝐀 is the one-object category 𝟏, whose
unique object we denote by ∗. The category [𝟏op, 𝐒𝐞𝐭] is isomorphic to 𝐒𝐞𝐭 via
the evaluation functor at ∗. A presheaf 𝑋 on 𝟏 corresponds under this iso-
morphism to the set 𝑆 ≔ 𝑋(∗). This isomorphism between [𝟏op, 𝐒𝐞𝐭] and 𝐒𝐞𝐭
induces an isomorphism

[𝟏op, 𝐒𝐞𝐭]/𝑋 ≅ 𝐒𝐞𝐭/𝑆 .
Wewant to describe the category 𝐒𝐞𝐭/𝑆 as a category of presheaves a suitable
small category.

We consider first the case that 𝑆 = {0, 1}. An object of 𝐒𝐞𝐭/𝑆 is a pair (𝐴, 𝜎)
consisting of a set𝐴 and a function 𝜎 from𝐴 to 𝑆. We know that maps from𝐴
to 𝑆 can be identified with subsets of 𝐴, with the function 𝜎 corresponding to
the preimage 𝜎−1(1). A morphism from (𝐴, 𝜎) to (𝐴′, 𝜎 ′) in 𝐒𝐞𝐭/𝑆 is a map 𝑓
from 𝐴 to 𝐴′ subject to the commutativity of the following diagram:

𝐴 𝐴′

𝑆

𝑓

𝜎 𝜎 ′
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The commutativity of this diagram can equivalently be expressed via the
sets 𝜎−1(1) and (𝜎 ′)−1(1) as

𝑓 −1((𝜎 ′)−1(1)) = 𝜎−1(1) .
Wehence find that the category 𝐒𝐞𝐭/𝑆 is isomorphic to the following auxiliary
category𝒮 : Objects of𝒮 are pairs (𝐴, 𝐴1) consisting of a set𝐴 and a subset𝐴1
of 𝐴. A morphism from (𝐴, 𝐴1) to (𝐴′, 𝐴′1) in 𝒮 is a map 𝑓 from 𝐴 to 𝐴′

with 𝑓 −1(𝐴′1) = 𝐴1.
We can generalize this description of 𝐒𝐞𝐭/𝑆 to the case that 𝑆 is an arbitrary

set. We find that 𝐒𝐞𝐭/𝑆 is isomorphic to the following auxiliary category 𝒫𝑆 :

• Objects of 𝒫𝑆 are pairs (𝐴, (𝐴𝑠)𝑠) consisting of a set 𝐴 and a family (𝐴𝑠)𝑠
of subsets 𝐴𝑠 of 𝐴, indexed over the elements 𝑠 of 𝑆, such that 𝐴 is the
disjoint union of the sets 𝐴𝑠 .

• A morphism from (𝐴, (𝐴𝑠)𝑠) to (𝐴′, (𝐴′𝑠)𝑠) in 𝒫𝑆 is a map 𝑓 from 𝐴 to 𝐴′

such that
𝐴𝑠 = 𝑓 −1(𝐴′𝑠) for every 𝑠 ∈ 𝑆 .

The set 𝐴 is the disjoint union of the sets 𝐴𝑠 but at the same time also the
disjoint union of the sets 𝑓 −1(𝐴′𝑠). Therefore,

𝐴𝑠 = 𝑓 −1(𝐴′𝑠) for every 𝑠 ∈ 𝑆
⟺ 𝐴𝑠 ⊆ 𝑓 −1(𝐴′𝑠) for every 𝑠 ∈ 𝑆
⟺ 𝑓 (𝐴𝑠) ⊆ 𝐴′𝑠 for every 𝑠 ∈ 𝑆 .

This means that the morphisms from (𝐴, (𝐴𝑠)𝑠) to (𝐴′, (𝐴′𝑠)𝑠) in 𝒫𝑆 are
precisely those maps from 𝐴 to 𝐴′ that restrict for every index 𝑠 to a map
from 𝐴𝑠 to 𝐴′𝑠 .

We have a functor
̃𝐹 ∶ 𝒫𝑆 ⟶ 𝐒𝐞𝐭𝑆

that splits apart an object (𝐴, (𝐴𝑠)𝑠) into its subsets 𝐴𝑠 . More explicitly, this
functor is given on every object (𝐴, (𝐴𝑠)𝑠) of 𝒫𝑆 by

̃𝐹 ((𝐴, (𝐴𝑠)𝑠)) = (𝐴𝑠)𝑠 ,
and on every morphism 𝑓 from (𝐴, (𝐴𝑠)𝑠) to (𝐴′, (𝐴′𝑠)𝑠) by

̃𝐹 (𝑓 ) = (𝑓𝑠)𝑠 with 𝑓𝑠 = 𝑓 |𝐵𝑠𝐴𝑠
.
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We have also a functor
𝐺̃ ∶ 𝐒𝐞𝐭𝑆 ⟶ 𝒫𝑆

given by the disjoint union ∐𝑠∈𝑆(−). More explicitly, this functor is given on
every object (𝐴𝑠)𝑠 of 𝐒𝐞𝐭𝑆 by

𝐺̃((𝐴𝑠)𝑠) = (∐
𝑠∈𝑆

𝐴𝑠 , (𝐴̃𝑠)𝑠)

where 𝐴̃𝑡 is the image of 𝐴𝑡 in ∐𝑠∈𝑆 𝐴𝑠 , and it is given on morphisms by

𝐺̃((𝑓𝑠)𝑠) = ∐
𝑠∈𝑆

𝑓𝑠 .

These two functors ̃𝐹 and 𝐺̃ satisfy

𝐺̃ ∘ ̃𝐹 ≅ 1𝒫𝑆 , ̃𝐹 ∘ 𝐺̃ ≅ 1𝐒𝐞𝐭𝑆 ,
and thus form an equivalence between the two categories 𝒫𝑆 and 𝐒𝐞𝐭𝑆 .

Together with the isomorphism between 𝐒𝐞𝐭/𝑆 and 𝒫𝑆 we arrive at an
equivalence of categories

𝐒𝐞𝐭/𝑆 ≃ 𝐒𝐞𝐭𝑆 .
We can furthermore identify 𝐒𝐞𝐭𝑆 with the functor category [𝑆op, 𝐒𝐞𝐭] when
considering the set 𝑆 as a discrete category. In this way, we arrive overall at
the chain of equivalences

[𝟏op, 𝐒𝐞𝐭]/𝑋 ≅ 𝐒𝐞𝐭/𝑆 ≅ 𝒫𝑆 ≃ 𝐒𝐞𝐭𝑆 ≅ [𝑆op, 𝐒𝐞𝐭] ,
where the set 𝑆 corresponds to the presheaf 𝑋 via 𝑆 = 𝑋(∗).

Let 𝐹 be the composite of the above equivalences. We can work out an
explicit description of 𝐹 as follows.

1. An object of [𝟏op, 𝐒𝐞𝐭]/𝑋 is a pair (𝑌 , 𝛼) consisting of a presheaf 𝑌 on 𝟏
and a natural transformation 𝛼 from 𝑌 to 𝑋 .

2. Under the isomorphism [𝟏op, 𝐒𝐞𝐭]/𝑋 ≅ 𝐒𝐞𝐭/𝑆, the pair (𝑌 , 𝛼) now corre-
sponds to the pair (𝑌 (∗), 𝛼∗), consisting of the set 𝑌 (∗) and the map 𝛼∗
from 𝑌 (∗) to 𝑋(∗) = 𝑆.

3. Under the equivalence 𝐒𝐞𝐭/𝑆 ≃ 𝒫𝑆 , this pair (𝑌 (∗), 𝛼∗) further corre-
sponds to the pair (𝑌 (∗), (𝛼−1∗ (𝑠))𝑠).
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4. Under the equivalence 𝒫𝑆 ≃ 𝐒𝐞𝐭𝑆 we arrive at the object (𝛼−1∗ (𝑠))𝑠 .
5. Under the isomorphism 𝐒𝐞𝐭𝑆 ≅ [𝑆op, 𝐒𝐞𝐭]we arrive at the presheaf 𝐹(𝑌 , 𝛼)

on 𝑆 (where we view 𝑆 as a discrete category).4 It is given by

𝐹(𝑌 , 𝛼)(𝑠) = 𝛼−1∗ (𝑠)
for every element 𝑠 of 𝑆. (We don’t need to worry about the action
of 𝐹(𝑌 , 𝛼) on morphisms of 𝑆 because the category 𝑆 is discrete.)

We can similarly figure out how 𝐹 acts on morphisms. A morphism in the
category [𝟏op, 𝐒𝐞𝐭] from (𝑌 , 𝛼) to (𝑌 ′, 𝛼 ′) is a natural transformation 𝛽 from 𝑌
to 𝑌 ′ with 𝛼 ′ ∘ 𝛽 = 𝛼 , i.e., such that the following diagram commutes:

𝑌 𝑌 ′

𝑋

𝛽

𝛼 𝛼 ′

The resulting natural transformation 𝐹(𝛽) from 𝐹(𝑌 , 𝛼) to 𝐹(𝑌 ′, 𝛼 ′) is given
by

𝐹(𝛽) = (𝐹(𝛽)𝑠)𝑠
where for every index 𝑠, the component 𝐹(𝛽)𝑠 is the restriction of the map 𝛽∗
to a map from 𝐹(𝑌 , 𝛼)(𝑠) = 𝛼−1∗ (𝑠) to 𝐹(𝑌 ′, 𝛼 ′)(𝑠) = (𝛼 ′∗)−1(𝑠).

The category 𝐀 is discrete

We consider now instead of an arbitrary small category 𝐀 a small category 𝐃
that is discrete. We may think about the category 𝐃 as the disjoint union of
copies of 𝟏, with one copy for each object of 𝒟 . A presheaf 𝑋 on 𝐃 is then a
sum of presheaves 𝑋𝑑 on 𝟏, given by 𝑋𝑑(∗) = 𝑋(𝑑) for each object 𝑑 of 𝐃. We
can see through the power of abstract nonsense that

[𝐃op, 𝐒𝐞𝐭]/𝑋 = [𝐃, 𝐒𝐞𝐭]/𝑋

≅ [ ∐
𝑑∈Ob(𝐃)

𝟏, 𝐒𝐞𝐭] /𝑋

4We image of (𝑌 , 𝛼) under 𝐹 ought to be denoted by 𝐹((𝑌 , 𝛼)), butwewill use the abbreviated
notation 𝐹(𝑌 , 𝛼) for better readability.
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≅ ( ∏
𝑑∈Ob(𝐃)

[𝟏, 𝐒𝐞𝐭]) /(𝑋𝑑)𝑑

≅ ∏
𝑑∈Ob(𝐃)

([𝟏, 𝐒𝐞𝐭]/𝑋𝑑)

= ∏
𝑑∈Ob(𝐃)

([𝟏op, 𝐒𝐞𝐭]/𝑋𝑑)

≃ ∏
𝑑∈Ob(𝐃)

[(𝐁𝑑)op, 𝐒𝐞𝐭]

≃ [ ∐
𝑑∈Ob(𝐃)

(𝐁𝑑)op, 𝐒𝐞𝐭]

≅ [( ∐
𝑑∈Ob(𝐃)

𝐁𝑑)
op

, 𝐒𝐞𝐭]

for some suitable small categories 𝐁𝑑 . We have seen above that the cate-
gories 𝐁𝑑 can be chosen as 𝐁𝑑 = 𝑋(𝑑), viewed as discrete categories. The
desired small category 𝐁 with

[𝐃op, 𝐒𝐞𝐭]/𝑋 ≃ [𝐁op, 𝐒𝐞𝐭]
should therefore be choosable as the set ∐𝑑∈Ob(𝐃) 𝑋(𝑑) viewed as a discrete
category.

Let us make this more explicit. We consider this set

𝐵 ≔ ∐
𝑑∈Ob(𝐃)

𝑋(𝑑)

as a discrete category. Let (𝑌 , 𝛼) be an object of the category [𝐃op, 𝐒𝐞𝐭]/𝑋 .
This means that 𝑌 is a presheaf on 𝐃 and that 𝛼 is a natural transformation
from 𝑌 to 𝑋 :

𝛼 ∶ 𝑌 ⟹ 𝑋 .
We can define a presheaf 𝐹(𝑌 , 𝛼) on 𝐵 via

𝐹(𝑌 , 𝛼)(𝑑, 𝑥) = 𝛼−1
𝑑 (𝑥)
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for every element (𝑑, 𝑥) of 𝐵.5
A morphism from (𝑌 , 𝛼) to (𝑌 ′, 𝛼 ′) in [𝐃op, 𝐒𝐞𝐭]/𝑋 is a natural transforma-

tion 𝛽 from 𝑌 to 𝑌 ′ with 𝛼 ′ ∘ 𝛽 = 𝛼 , i.e., such that the diagram

𝑌 𝑌 ′

𝑋

𝛽

𝛼 𝛼 ′

commutes. This means that we have the following commutative diagram for
every object 𝑑 of 𝐷:

𝑌 (𝑑) 𝑌 ′(𝑑)

𝑋(𝑑)

𝛽𝑑

𝛼𝑑 𝛼 ′𝑑

The map 𝛽𝑑 therefore restrict for every element 𝑥 of 𝑋(𝑑) to a map between
fibres

𝐹(𝛽)(𝑑,𝑥)∶ 𝛼−1
𝑑 (𝑥) ⟶ (𝛼 ′

𝑑)−1(𝑥) .
These maps, with the index (𝑑, 𝑥) ranging through the set 𝐵, define a natural
transformation 𝐹(𝛽) from 𝐹(𝑌 , 𝛼) to 𝐹(𝑌 ′, 𝛼 ′). (We don’t need to worry about
the naturality of 𝐹(𝛽) because the category 𝐵 is discrete.)

Suppose on the other hand that we are given a presheaf 𝑍 of 𝐵. We then
construct a corresponding object 𝐺(𝐵) of [𝐃op, 𝐒𝐞𝐭]/𝑋 . This to-be-construc-
ted object𝐺(𝑍) needs to be a pair (𝐺0(𝑍), 𝐺1(𝑍)) consisting of a presheaf𝐺0(𝑍)
on 𝐃 and a natural transformation 𝐺1(𝑍) from 𝐺0(𝑍) to 𝑋 .

The presheaf 𝐺0 is constructed as

𝐺0(𝑍)(𝑑) ≔ ∐
𝑥∈𝑋(𝑑)

𝑍(𝑑, 𝑥)

for every object 𝑑 of 𝐃. We don’t need to worry about the action of 𝐺0(𝑍) on
morphisms because the category 𝐃 is discrete.

5Recall that for a family of sets (𝑆𝑖)𝑖∈𝐼 , the elements of ∐𝑖∈𝐼 𝑆𝑖 can be denoted as pairs (𝑖, 𝑠)
where 𝑖 ranges through the index set 𝐼 and 𝑠 ranges through the associated set 𝑆𝑖.
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Wewill define the natural transformation 𝐺1(𝑍) via its components 𝐺1(𝑍)𝑑 ,
where the index 𝑑 ranges through the objects of 𝐃. The component 𝐺1(𝑍)𝑑
is the map from 𝐺0(𝑍)(𝑑) = ∐𝑥∈𝑋(𝑑) 𝑍(𝑑, 𝑥) to 𝑋(𝑑) which maps all of 𝑍(𝑑, 𝑥)
onto the value 𝑥 of 𝑋(𝑑).

These two functors 𝐹 and 𝐺 satisfy the isomorphisms

𝐺 ∘ 𝐹 ≅ 1[𝐃op,𝐒𝐞𝐭]/𝑋 , 𝐹 ∘ 𝐺 ≅ 1[𝐵op,𝐒𝐞𝐭] .
The functors 𝐹 and 𝐺 hence give an equivalence of categories between the
slice category [𝐃op, 𝐒𝐞𝐭]/𝑋 and the functor category [𝐵op, 𝐒𝐞𝐭].

The general case: start

Let now 𝐀 be a small category and let 𝑋 be a presheaf on 𝑋 . To find the
desired category 𝐁, we want a small category whose set of objects is given
by ∐𝐴∈Ob(𝐀) 𝑋(𝐴), but who also keeps track of the morphisms in 𝐀. We con-
sider for this the category of elements of 𝑋 , i.e., the category 𝐄(𝑋).

We define first a functor 𝐹 from [𝐀op, 𝐒𝐞𝐭]/𝑋 to [𝐄(𝑋)op, 𝐒𝐞𝐭], then a func-
tor 𝐺 from [𝐄(𝑋)op, 𝐒𝐞𝐭] to [𝐀op, 𝐒𝐞𝐭]/𝑋 , and then we show that these two
functors are mutually inverse up to isomorphism.

The general case: construction of 𝐹
To construct the functor 𝐹 on objects, let (𝑌 , 𝛼) be an object of [𝐀op, 𝐒𝐞𝐭]/𝑋 .
This means that 𝑌 is a presheaf 𝑌 on𝐀 and that 𝛼 is a natural transformation 𝛼
from 𝑌 to 𝑋 . The desired object 𝐹(𝑌 , 𝛼) needs to be a presheaf on 𝐄(𝑋).
• An object of 𝐄(𝑋) is a pair (𝐴, 𝑥) consisting of an object 𝐴 of 𝐀 and an
element 𝑥 of the set 𝑋(𝐴). We define the set 𝐹(𝑌 , 𝛼)(𝐴, 𝑥) as

𝐹(𝑌 , 𝛼)(𝐴, 𝑥) ≔ 𝛼−1𝐴 (𝑥) .
• A morphism in 𝐄(𝑋) from an object (𝐴, 𝑥) to an object (𝐴′, 𝑥 ′) is a mor-
phism 𝑓 from𝐴 to𝐴′ in𝐀with 𝑋(𝑓 )(𝑥 ′) = 𝑥 . We know from the naturality
of 𝛼 that the resulting diagram

𝑌 (𝐴′) 𝑌 (𝐴)

𝑋(𝐴′) 𝑋(𝐴)

𝑌 (𝑓 )

𝛼𝐴′ 𝛼𝐴

𝑋(𝑓 )

177



Chapter 6 Adjoints, representables and limits

commutes. It follows from the commutativity of this diagram and the equal-
ity 𝑋(𝑓 )(𝑥 ′) = 𝑥 that the map 𝑌 (𝑓 ) restricts to a map from the preim-
age 𝛼−1𝐴′ (𝑥 ′) to the preimage 𝛼−1𝐴 (𝑥). We denote this restriction by 𝐹(𝑌 , 𝛼)(𝑓 ),
so that

𝐹(𝑌 , 𝛼)(𝑓 )∶ 𝐹(𝑌 , 𝛼)(𝐴′, 𝑥 ′) ⟶ 𝐹(𝑌 , 𝛼)(𝐴, 𝑥) .
We have now constructed the action of 𝐹(𝑌 , 𝛼) on objects of 𝐄(𝑋) and on

morphisms of 𝐄(𝑋). We now check that 𝐹(𝑌 , 𝛼) is a contravariant functor
from 𝐄(𝑋) to 𝐒𝐞𝐭.
• Let (𝐴, 𝑥) be an object on 𝐄(𝑋). The identity morphism of (𝐴, 𝑥) is the
identity morphism of 𝐴, whence 𝐹(𝑌 , 𝛼)(1(𝐴,𝑥)) is the restriction of 𝑌 (1𝐴) to
a map from 𝛼−1𝐴 (𝑥) to 𝛼−1𝐴 (𝑥). But 𝑌 (1𝐴) is 1𝑌 (𝐴), whence this restriction is
the identity map of 𝛼−1𝐴 (𝑥), and thus the identity map of 𝐹(𝑌 , 𝛼)(𝐴, 𝑥). This
shows that

𝐹(𝑌 , 𝛼)(1𝐴,𝑥) = 1𝐹(𝑌 ,𝛼)(𝐴,𝑥) .
• Let

𝑓 ∶ (𝐴, 𝑥) ⟶ (𝐴′, 𝑥 ′) , 𝑔 ∶ (𝐴′, 𝑥 ′) ⟶ (𝐴″, 𝑥″)
be two composable morphisms in 𝐄(𝑋). The map 𝐹(𝑌 , 𝛼)(𝑓 ) is the restric-
tion of 𝑌 (𝑓 ) to a map from 𝛼−1𝐴′ (𝑥 ′) to 𝛼−1𝐴 (𝑥), and the map 𝐹(𝑌 , 𝛼)(𝑔) is
similarly the restriction of 𝑌 (𝑔) to a map from 𝛼−1𝐴″(𝑥″) to 𝛼−1𝐴′ (𝑥 ′). The com-
posite

𝐹(𝑌 , 𝛼)(𝑓 ) ∘ 𝐹 (𝑌 , 𝛼)(𝑔)
is therefore the restriction of 𝑌 (𝑓 ) ∘ 𝑌 (𝑔) to a map from 𝛼−1𝐴″(𝑥″) to 𝛼−1𝐴 (𝑥).
But

𝑌 (𝑓 ) ∘ 𝑌 (𝑔) = 𝑌 (𝑔 ∘ 𝑓 )
by the contravariant functoriality of 𝑌 , and the restriction of 𝑌 (𝑔 ∘ 𝑓 ) to a
map from 𝛼−1𝐴″(𝑥″) to 𝛼−1𝐴 (𝑥) is precisely 𝐹(𝑌 , 𝛼)(𝑔 ∘ 𝑓 ). We have thus shown
that

𝐹(𝑌 , 𝛼)(𝑓 ) ∘ 𝐹 (𝑌 , 𝛼)(𝑔) = 𝐹(𝑌 , 𝛼)(𝑔 ∘ 𝑓 ) .
This shows that 𝐹(𝑌 , 𝛼) is indeed a contravariant functor from 𝐄(𝐴) to 𝐒𝐞𝐭.

We have thus constructed the desired functor 𝐹 on the level of objects.
We proceed by constructing the action of 𝐹 on morphisms. We consider

for this a morphism
𝛽 ∶ (𝑌 , 𝛼) ⟶ (𝑌 ′, 𝛼 ′)
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in [𝐀op, 𝐒𝐞𝐭]/𝑋 . This means that 𝛽 is a natural transformation from 𝑌 to 𝑌 ′

that makes the diagram

𝑌 𝑌 ′

𝑋

𝛽

𝛼 𝛼 ′

commute. For every object (𝐴, 𝑥) of 𝐄(𝑋) we get the following commutative
diagram:

𝑌 (𝐴) 𝑌 ′(𝐴)

𝑋(𝐴)

𝛽𝐴

𝛼𝐴 𝛼 ′𝐴

It follows from the commutativity of this diagram that the map 𝛽𝐴 restricts
to a map from 𝛼−1𝐴 (𝑥) to 𝛼−1𝐴′ (𝑥 ′). We denote this restriction by 𝐹(𝛽)(𝐴,𝛼).

We note that 𝐹(𝛽) is a natural transformation from 𝐹(𝑌 , 𝛼) to 𝐹(𝑌 ′, 𝛼 ′). In-
deed, let

𝑓 ∶ (𝐴, 𝑥) ⟶ (𝐴′, 𝑥 ′)
be a morphism in 𝐄(𝑋). This means that 𝑓 is a morphism from 𝐴 to 𝐴′ in 𝒜
with 𝑋(𝑓 )(𝑥 ′) = 𝑥 . It follows from the naturality of 𝛽 that we have the
following commutative diagram:

𝑌 (𝐴) 𝑌 ′(𝐴)

𝑌 (𝐴′) 𝑌 ′(𝐴′)

𝛽𝐴

𝛽𝐴′

𝑌 (𝑓 ) 𝑌 ′(𝑓 )

This commutative diagram restricts to the following commutative diagram:

𝐹(𝑌 , 𝛼)(𝐴, 𝑥) 𝛼−1𝐴 (𝑥) (𝛼 ′)−1𝐴 (𝑥) 𝐹(𝑌 ′, 𝛼 ′)(𝐴, 𝑥)

𝐹(𝑌 , 𝛼)(𝐴′, 𝑥 ′) 𝛼−1𝐴′ (𝑥 ′) (𝛼 ′)−1𝐴′ (𝑥 ′) 𝐹 (𝑌 ′, 𝛼 ′)(𝐴′, 𝑥 ′)

𝐹(𝛽)(𝐴,𝑥)

𝐹(𝛽)(𝐴′,𝑥′)

𝐹(𝑌 ,𝛼)(𝑓 ) 𝐹(𝑌 ′,𝛼 ′)(𝑓 )
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The commutativity of this diagram shows that 𝐹(𝛽) is indeed a natural trans-
formation from 𝐹(𝑌 , 𝛼) to 𝐹(𝑌 ′, 𝛼 ′).

We have now constructed the action of 𝐹 on morphisms. We need to check
that 𝐹 is functorial.

• Let (𝑌 , 𝛼) be an object of [𝐀op, 𝐒𝐞𝐭]/𝑋 . The identity morphism of this ob-
ject is the identity natural transformation of 𝑌 , i.e., 1𝑌 . It follows for every
object (𝐴, 𝑥) of 𝐄(𝑋) that the map (1𝑌 )𝐴 is given by 1𝑌 (𝐴). The restriction of
this map to a map from 𝐹(𝑌 , 𝛼)(𝐴, 𝑥) to 𝐹(𝑌 , 𝛼)(𝐴, 𝑥) is therefore 1𝐹(𝑌 ,𝛼)(𝐴,𝑥).
This shows that

𝐹(1(𝑌 ,𝛼))(𝐴,𝑥) = 1𝐹(𝑌 ,𝛼)(𝐴,𝑥) = (1𝐹(𝑌 ,𝛼))(𝐴,𝑥)
for every object (𝐴, 𝑥) of 𝐄(𝑋), and therefore 𝐹(1(𝑌 ,𝛼)) = 1𝐹(𝑌 ,𝛼).

• Let
𝛽 ∶ (𝑌 , 𝛼) ⟶ (𝑌 ′, 𝛼 ′) , 𝛽′∶ (𝑌 ′, 𝛼 ′) ⟶ (𝑌″, 𝛼″)

be two composable morphisms in [𝐀op, 𝐒𝐞𝐭]/𝑋 . Let (𝐴, 𝑥) be an object
of 𝐄(𝑋). The map

𝐹(𝛽)(𝐴,𝑥)∶ 𝐹(𝑌 , 𝛼)(𝐴, 𝑥) ⟶ 𝐹(𝑌 ′, 𝛼 ′)(𝐴, 𝑥)
is a restriction of 𝛽𝐴, and the map

𝐹(𝛽′)(𝐴,𝑥)∶ 𝐹(𝑌 ′, 𝛼 ′)(𝐴, 𝑥) ⟶ 𝐹(𝑌″, 𝛼″)(𝐴, 𝑥)
is similarly a restriction of 𝛽′𝐴. The composite

𝐹(𝛽′)(𝐴,𝑥) ∘ 𝐹 (𝛽)(𝐴,𝑥)∶ 𝐹(𝑌 , 𝛼)(𝐴, 𝑥) ⟶ 𝐹(𝑌″, 𝛼″)(𝐴, 𝑥)
is therefore the restriction of 𝛽′𝐴 ∘ 𝛽𝐴. But we have 𝛽′𝐴 ∘ 𝛽𝐴 = (𝛽′ ∘ 𝛽)𝐴, and
the restriction of (𝛽′ ∘ 𝛽)𝐴 to a map from 𝐹(𝑌 , 𝛼)(𝐴, 𝑥) to 𝐹(𝑌″, 𝛼″)(𝐴, 𝑥) is
precisely 𝐹(𝛽′ ∘ 𝛽)(𝐴,𝑥). We have therefore found that

(𝐹 (𝛽′) ∘ 𝐹 (𝛽))(𝐴,𝑥) = 𝐹(𝛽′)(𝐴,𝑥) ∘ 𝐹 (𝛽)(𝐴,𝑥) = 𝐹(𝛽′ ∘ 𝛽)(𝐴,𝑥)
for every object (𝐴, 𝑥) of 𝐄(𝑋), and thus altogether

𝐹(𝛽′) ∘ 𝐹 (𝛽) = 𝐹(𝛽′ ∘ 𝛽) .
This shows the functoriality of 𝐺.
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The general case: construction of 𝐺
Let 𝑍 be an object of the presheaf category [𝐄(𝑋)op, 𝐒𝐞𝐭]. We start by con-
structing an object (𝐺0(𝑍), 𝐺1(𝑍)) of the slice category [𝐀op, 𝐒𝐞𝐭]/𝑋 . This
objects needs to consist of an element 𝐺0(𝑍) of [𝐀op, 𝐒𝐞𝐭] and a natural trans-
formation 𝐺1(𝑍) from 𝐺0(𝑍) to 𝑋 .

We start by constructing 𝐺0(𝑍), which needs to be a contravariant functor
from 𝐀 to 𝐒𝐞𝐭.
• Let 𝐴 be an object of 𝐀. We define the set 𝐺0(𝑍)(𝐴) as

𝐺0(𝑍)(𝐴) ≔ ∐
𝑥∈𝑋(𝐴)

𝑍(𝐴, 𝑥) ,

and denote for every element 𝑥 of 𝑋(𝐴) by
𝑗𝐴,𝑥 ∶ 𝑍(𝐴, 𝑥) ⟶ 𝐺0(𝑍)(𝐴)

the canonical inclusion map into the 𝑥-th summand.

• Let
𝑓 ∶ 𝐴 ⟶ 𝐴′

be a morphism in 𝐀. For every element 𝑥 ′ of 𝑋(𝐴′), this morphism 𝑓 is
then also a morphism

𝑓 [𝑥′]∶ (𝐴, 𝑋(𝑓 )(𝑥 ′)) ⟶ (𝐴′, 𝑥 ′)
in 𝐄(𝑋), and induces therefore a map

𝑍(𝑓 [𝑥′])∶ 𝑍(𝐴′, 𝑥 ′) ⟶ 𝑍(𝐴, 𝑋(𝑓 )(𝑥 ′)) .
We have hence for every element 𝑥 ′ of 𝑋(𝐴′) the map

𝑗𝐴,𝑋(𝑓 )(𝑥′) ∘ 𝑍(𝑓 [𝑥′])∶ 𝑍(𝐴′, 𝑥 ′) ⟶ 𝐺0(𝑍)(𝐴) .
These maps can now be bundled together into a map

𝐺0(𝑍)(𝑓 )∶ 𝐺0(𝑍)(𝐴′) ⟶ 𝐺0(𝑍)(𝐴)
such that

𝐺0(𝑍)(𝑓 ) ∘ 𝑗𝐴′, 𝑥′ = 𝑗𝐴, 𝑋(𝑓 )(𝑥′) ∘ 𝑍(𝑓 [𝑥′])
for every element 𝑥 ′ of 𝑋(𝐴′).
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These assignments are contravariantly functorial from 𝐀 to 𝐒𝐞𝐭:
• Let 𝐴 be an object of 𝐀. We have

𝑋(1𝐴)(𝑥) = 1𝑋(𝐴)(𝑥) = 𝑥
for every element 𝑥 of 𝑋(𝐴), and therefore (1𝐴)[𝑥] = 1(𝐴,𝑥) for every ele-
ment 𝑥 of 𝑋(𝐴). It follows that

𝑍((1𝐴)[𝑥]) = 𝑍(1(𝐴,𝑥)) = 1𝑍(𝐴,𝑥)
for every element 𝑥 of 𝑋(𝐴).

• Let
𝑓 ∶ 𝐴 ⟶ 𝐴′ , 𝑔 ∶ 𝐴′ ⟶ 𝐴″

be two morphisms in 𝐀. The two morphisms

𝐺0(𝑍)(𝑔 ∘ 𝑓 ) , 𝐺0(𝑍)(𝑓 ) ∘ 𝐺0(𝑍)(𝑔)
have the same domain and the same codomain. To show that they are the
same, it suffices to show that for every element 𝑥″ of 𝑋(𝐴″), we have

𝐺0(𝑍)(𝑔 ∘ 𝑓 ) ∘ 𝑗𝐴″, 𝑥″ = 𝐺0(𝑍)(𝑓 ) ∘ 𝐺0(𝑍)(𝑔) ∘ 𝑗𝐴″, 𝑥″ .
The two morphisms

𝑔[𝑥″]∶ (𝐴′, 𝑋 (𝑔)(𝑥″)) ⟶ (𝐴″, 𝑥″)
and

𝑓 [𝑋(𝑔)(𝑥″)]∶ (𝐴, 𝑋(𝑓 )(𝑋(𝑔)(𝑥″))) ⟶ (𝐴′, 𝑋 (𝑔)(𝑥″))
compose into a morphism

𝑔[𝑥″] ∘ 𝑓 [𝑋(𝑔)(𝑥″)]∶ (𝐴, 𝑋(𝑓 )(𝑋(𝑔)(𝑥″))) ⟶ (𝐴″, 𝑥″) . (6.5)

We have

𝑋(𝑓 )(𝑋(𝑔)(𝑥″)) = (𝑋(𝑓 ) ∘ 𝑋(𝑔))(𝑥″) = 𝑋(𝑔 ∘ 𝑓 )(𝑥″)
because 𝑋 is contravariantly functorial. The composite (6.5) is therefore
the morphism 𝑔 ∘ 𝑓 in 𝐀 regarded as a morphism from (𝐴, 𝑋(𝑔 ∘ 𝑓 )(𝑥″))
to (𝐴″, 𝑥″) in 𝐄(𝑋). In other words, we have

𝑔[𝑥″] ∘ 𝑓 [𝑋(𝑔)(𝑥″)] = (𝑔 ∘ 𝑓 )[𝑥″] .
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It follows that

𝑍((𝑔 ∘ 𝑓 )[𝑥″]) = 𝑍(𝑔[𝑥″] ∘ 𝑓 [𝑋(𝑔)(𝑥″)]) = 𝑍(𝑓 [𝑋(𝑔)(𝑥″)]) ∘ 𝑍(𝑔[𝑥″])

by the contravariant functoriality of 𝑍 . It now further follows that

𝐺0(𝑍)(𝑓 ) ∘ 𝐺0(𝑍)(𝑔) ∘ 𝑗𝐴″, 𝑥″

= 𝐺0(𝑍)(𝑓 ) ∘ 𝑗𝐴′, 𝑋 (𝑔)(𝑥″) ∘ 𝑍(𝑔[𝑥″])
= 𝑗𝐴, 𝑋(𝑓 )(𝑋(𝑔)(𝑥″)) ∘ 𝑍(𝑓 [𝑋(𝑔)(𝑥″)]) ∘ 𝑍(𝑔[𝑥″])
= 𝑗𝐴, 𝑋(𝑔∘𝑓 )(𝑥″) ∘ 𝑍((𝑔 ∘ 𝑓 )[𝑥″])
= 𝐺(𝑍)(𝑔 ∘ 𝑓 ) ∘ 𝑗𝐴″,𝑥″ ,

which is the equality that we needed to prove.

We have thus proven that 𝐺0(𝑍) is a contravariant functor from 𝐄(𝑋) to 𝐒𝐞𝐭.
We now have to construct a natural transformation from 𝐺0(𝑍) to 𝑋 . For

this, we need to construct for every object 𝐴 of 𝐀 a map

𝐺1(𝑍)𝐴∶ 𝐺0(𝑍)(𝐴) ⟶ 𝑋(𝐴) ,

such that for every morphism

𝑓 ∶ 𝐴 ⟶ 𝐴′

in 𝐀, the following square diagram commutes:

𝐺0(𝑍)(𝐴′) 𝐺0(𝑍)(𝐴)

𝑋(𝐴′) 𝑋(𝐴)

𝐺0(𝑍)(𝑓 )

𝐺1(𝑍)𝐴′ 𝐺1(𝑍)𝐴

𝑋(𝑓 )

(6.6)

We first construct the transformation 𝐺1(𝑍), and then check its naturality.

• We have 𝐺0(𝑍)(𝐴) = ∐𝑥∈𝑋(𝐴) 𝑍(𝐴, 𝑥). There hence exists a unique set-
theoretic map 𝐺1(𝑍)𝐴 from 𝐺0(𝑍)(𝐴) to 𝑋(𝐴) such that for every element 𝑥
of 𝑋(𝐴) the composite 𝐺1(𝑍)𝐴 ∘ 𝑗𝐴,𝑥 is constant with value 𝑥 .
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• The diagram (6.6) commutes because

𝐺1(𝑍)𝐴 ∘ 𝐺0(𝑍)(𝑓 ) ∘ 𝑗𝐴′, 𝑥′

= 𝐺1(𝑍)𝐴 ∘ 𝑗𝐴,𝑋(𝑓 )(𝑥′) ∘ 𝑍(𝑓 [𝑥′]) .
= (constant map with value 𝑋(𝑓 )(𝑥 ′)) ∘ 𝑍(𝑓 [𝑥′])
= (constant map with value 𝑋(𝑓 )(𝑥 ′))
= 𝑋(𝑓 ) ∘ (constant map with value 𝑥 ′)
= 𝑋(𝑓 ) ∘ 𝐺1(𝑍)𝐴′ ∘ 𝑗𝐴′, 𝑥′

for every element 𝑥 ′ of 𝑋(𝐴′), and therefore

𝐺1(𝑍)𝐴 ∘ 𝐺0(𝑍)(𝑓 ) = 𝑋(𝑓 ) ∘ 𝐺1(𝑍)𝐴′ .
We have thus constructed a natural transformation 𝐺1(𝑍) from 𝐺0(𝑍) to 𝑋 .

We have overall constructed the action of 𝐺 on objects. Next, we will con-
struct the action of 𝐺 on morphisms. Let

𝛾 ∶ 𝑍 ⟶ 𝑍 ′

be a morphism in [𝐄(𝑋)op, 𝐒𝐞𝐭]. We need to construct a morphism

𝐺(𝛾)∶ 𝐺(𝑍) ⟶ 𝐺(𝑍 ′)
in [𝐀op, 𝐒𝐞𝐭]/𝑋 . In other words 𝐺(𝛾) needs to be a natural transformation
from 𝐺0(𝑍) to 𝐺0(𝑍 ′) that makes the following diagram commute:

𝐺0(𝑍) 𝐺0(𝑍 ′)

𝑋

𝐺(𝛾)

𝐺1(𝑍) 𝐺1(𝑍 ′)
(6.7)

• We have for every object 𝐴 of 𝐀 that

𝐺0(𝑍)(𝐴) = ∐
𝑥∈𝑋(𝐴)

𝑍(𝐴, 𝑥) , 𝐺0(𝑍 ′)(𝐴) = ∐
𝑥∈𝑋(𝐴)

𝑍 ′(𝐴, 𝑥) .

The morphism 𝛾 is a natural transformation from 𝑍 to 𝑍 ′, and therefore
gives us for every object (𝐴, 𝑥) of 𝐄(𝑋) a map 𝛾(𝐴,𝑥) from 𝑍(𝐴, 𝑥) to 𝑍 ′(𝐴, 𝑥).
This allows us to define the desired transformation 𝐺(𝛾) via

𝐺(𝛾)𝐴 ≔ ∐
𝑥∈𝑋(𝐴)

𝛾(𝐴,𝑥)

for every object 𝐴 of 𝐀.
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• To check the commutativity of the diagram (6.7), we need to check that for
object 𝐴 of 𝐀 the following diagram commutes:

𝐺0(𝑍)(𝐴) 𝐺0(𝑍 ′)(𝐴)

𝑋(𝐴)

𝐺(𝛾)𝐴

𝐺1(𝑍)𝐴 𝐺1(𝑍 ′)𝐴

For this, it suffices to check that for every element 𝑥 of 𝑋(𝐴), we have

𝐺1(𝑍)𝐴 ∘ 𝐺(𝛾 )𝐴 ∘ 𝑗𝑍(𝐴,𝑥) = 𝐺1(𝑍)𝐴 ∘ 𝑗𝑍(𝐴,𝑥) .
This equality hold because

𝐺1(𝑍 ′)𝐴 ∘ 𝐺(𝛾 )𝐴 ∘ 𝑗𝑍𝐴,𝑥 = 𝐺1(𝑍 ′)𝐴 ∘ 𝑗𝑍 ′
𝐴,𝑥 ∘ 𝛾(𝐴,𝑥)

= (constant map with value 𝑥) ∘ 𝛾(𝐴,𝑥)
= (constant map with value 𝑥)
= 𝐺1(𝑍)𝐴 ∘ 𝑗𝑍𝐴,𝑥 .

We have overall constructed an induced morphism 𝐺(𝛾) from 𝐺(𝑍) to 𝐺(𝑍 ′).
We have to check that this construction is functorial.

• Let 𝑍 be an object of [𝐄(𝑋)op, 𝐒𝐞𝐭]. We have

𝐺(1𝑍 )𝐴 = ∐
𝑥∈𝑋(𝐴)

(1𝑍 )(𝐴,𝑥)

= ∐
𝑥∈𝑋(𝐴)

1𝑍(𝐴,𝑥)

= 1∐𝑥∈𝑋(𝐴) 𝑍(𝐴,𝑥)
= 1𝐺0(𝑍)(𝐴)
= (1𝐺0(𝑍))𝐴

for every object 𝐴 of 𝐀, and therefore

𝐺(1𝑍 ) = 1𝐺0(𝑍) = 1𝐺(𝑍) .
• Let

𝛾 ∶ 𝐺 ⟶ 𝐺′ , 𝛾 ′∶ 𝐺′ ⟶ 𝐺″
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be two composable morphisms in [𝐄(𝑋)op, 𝐒𝐞𝐭]. We have for every object𝐴
of 𝐀 the equalities

(𝐺(𝛾 ′) ∘ 𝐺(𝛾 ))𝐴 = 𝐺(𝛾 ′)𝐴 ∘ 𝐺(𝛾 )𝐴

= ( ∐
𝑥∈𝑋(𝐴)

𝛾 ′(𝐴,𝑥)) ∘ ( ∐
𝑥∈𝑋(𝐴)

𝛾(𝐴,𝑥))

= ∐
𝑥∈𝑋(𝐴)

(𝛾 ′(𝐴,𝑥) ∘ 𝛾(𝐴,𝑥))

= ∐
𝑥∈𝑋(𝐴)

(𝛾 ′ ∘ 𝛾 )(𝐴,𝑥)

= 𝐺(𝛾 ′ ∘ 𝛾 ) .
We have thus proven the functoriality of 𝐺.

The general case: the isomorphism 𝐺 ∘ 𝐹 ≅ 1
Let (𝑌 , 𝛼) be an object of [𝐀op, 𝐒𝐞𝐭]/𝑋 . We have

(𝐺 ∘ 𝐹)(𝑌 , 𝛼)(𝐴) = 𝐺(𝐹(𝑌 , 𝛼))(𝐴) = ∐
𝑥∈𝑋(𝐴)

𝐹(𝑌 , 𝛼)(𝐴, 𝑥) = ∐
𝑥∈𝑋(𝐴)

𝛼−1𝐴 (𝑥) (6.8)

for every object𝐴 of𝐀, with 𝛼𝐴 being a map from 𝑌 (𝐴) to 𝑋(𝐴). The set 𝑌 (𝐴)
is the disjoint union of the preimages 𝛼−1𝐴 (𝑥)where 𝑥 ranges trough𝑋(𝐴). We
have therefore a bijection

𝜀(𝑌 ,𝛼),𝐴∶ (𝐺 ∘ 𝐹)(𝑌 , 𝛼)(𝐴) ⟶ 𝑌(𝐴)
that is given for every element 𝑥 of 𝑋(𝐴) on the 𝑥-th summand of (6.8) by
the inclusion map from 𝛼−1𝐴 (𝑥) to 𝑌 (𝐴). We denote this inclusion map by

𝑖(𝑌 ,𝛼),𝐴,𝑥 ∶ 𝛼−1𝐴 (𝑥) ⟶ 𝑌(𝐴) .
These bijections 𝜀(𝑌 ,𝛼),𝐴 assemble altogether into a transformation

𝜀(𝑌 ,𝛼)∶ 𝐺0(𝐹 (𝑌 , 𝛼)) ⟶ 𝑌 .
Let us check that this transformation is natural. To prove this, let

𝑓 ∶ 𝐴 ⟶ 𝐴′
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be a morphism in 𝐀. We need to check the commutativity of the following
square diagram:

𝐺0(𝐹 (𝑌 , 𝛼))(𝐴′) 𝐺0(𝐹 (𝑌 , 𝛼))(𝐴)

𝑌 (𝐴′) 𝑌 (𝐴)

𝐺0(𝐹 (𝑌 ,𝛼))(𝑓 )

𝜀(𝑌 ,𝛼),𝐴′ 𝜀(𝑌 ,𝛼),𝐴

𝑌 (𝑓 )

This diagram may be rewritten as follows:

∐𝑥′∈𝑋(𝐴′) 𝛼−1𝐴′ (𝑥 ′) ∐𝑥∈𝑋(𝐴) 𝛼−1𝐴 (𝑥)

𝑌 (𝐴′) 𝑌 (𝐴)

𝐺0(𝐹 (𝑌 ,𝛼))(𝑓 )

𝜀(𝑌 ,𝛼),𝐴′ 𝜀(𝑌 ,𝛼),𝐴

𝑌 (𝑓 )

To check the commutativity of this square diagram, we need to check that

𝜀(𝑌 ,𝛼),𝐴 ∘ 𝐺0(𝐹 (𝑌 , 𝛼))(𝑓 ) ∘ 𝑗𝐴′,𝑥′ = 𝑌(𝑓 ) ∘ 𝜀(𝑌 ,𝛼),𝐴′ ∘ 𝑗𝐴′,𝑥′

for every element 𝑥 ′ of 𝑋(𝐴′). This equality holds because

𝜀(𝑌 ,𝛼),𝐴 ∘ 𝐺0(𝐹 (𝑌 , 𝛼))(𝑓 ) ∘ 𝑗𝐴′,𝑥′

= 𝜀(𝑌 ,𝛼),𝐴 ∘ 𝑗𝐴,𝑋(𝑓 )(𝑥′) ∘ 𝐹 (𝑌 , 𝛼)(𝑓 [𝑥′])
= 𝑖(𝑌 ,𝛼),𝐴,𝑋(𝑓 )(𝑥′) ∘ 𝐹 (𝑌 , 𝛼)(𝑓 [𝑥′])
= 𝑖(𝑌 ,𝛼),𝐴,𝑋(𝑓 )(𝑥′) ∘ 𝑌 (𝑓 )|

𝛼−1𝐴 (𝑋(𝑓 )(𝑥′))

𝛼−1𝐴′ (𝑥′)
= 𝑌(𝑓 ) ∘ 𝑖(𝑌 ,𝛼),𝐴′,𝑥′
= 𝑌(𝑓 ) ∘ 𝜀(𝑌 ,𝛼),𝐴′ ∘ 𝑗𝐴′,𝑥′ .

We have thus constructed a natural transformation 𝜀(𝑌 ,𝛼) from 𝐺0(𝐹 (𝑌 , 𝛼))
to 𝑌 . Each component of 𝜀(𝑌 ,𝛼) is bijective, whence 𝜀(𝑌 ,𝛼) is a natural isomor-
phism. We claim that this natural isomorphism is a morphism from (𝑌 , 𝛼)
to 𝐺(𝐹(𝑌 , 𝛼)). For this, we need to prove that the following diagram com-
mutes:

𝐺0(𝐹 (𝑌 , 𝛼)) 𝑌

𝑋

𝜀(𝑌 ,𝛼)

𝐺1(𝐹 (𝑌 ,𝛼)) 𝛼
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We hence need to show that for every object 𝐴 of 𝐀, the following diagram
commutes:

𝐺0(𝐹 (𝑌 , 𝛼))(𝐴) 𝑌 (𝐴)

𝑋(𝐴)

𝜀(𝑌 ,𝛼),𝐴

𝐺1(𝐹 (𝑌 ,𝛼))𝐴 𝛼𝐴

It suffices to show that

𝛼𝐴 ∘ 𝜀(𝑌 ,𝛼),𝐴 ∘ 𝑗(𝐴,𝑥) = 𝐺1(𝐹 (𝑌 , 𝛼))𝐴 ∘ 𝑗(𝐴,𝑥)
for every element 𝑥 of 𝑋(𝐴). This equality holds because

𝛼𝐴 ∘ 𝜀(𝑌 ,𝛼),𝐴 ∘ 𝑗(𝐴,𝑥)
= 𝛼𝐴 ∘ 𝑖(𝑌 ,𝛼),𝐴,𝑥
= constant map with value 𝑥
= 𝐺1(𝐹 (𝑌 , 𝛼))𝐴 ∘ 𝑗(𝐴,𝑥) .

We have thus constructed for every object (𝑌 , 𝛼) a morphism

𝜀(𝑌 ,𝛼)∶ 𝐺(𝐹(𝑌 , 𝛼)) ⟶ (𝑌 , 𝛼)

in [𝐀op, 𝐒𝐞𝐭]/𝑋 . We have also seen that this morphism is an isomorphism
in [𝐀op, 𝐒𝐞𝐭]; it is therefore also an isomorphism in [𝐀op, 𝐒𝐞𝐭]/𝑋 .

The isomorphism 𝜀(𝑌 ,𝛼) is natural in (𝑌 , 𝛼). To see this, we consider a mor-
phism

𝛽 ∶ (𝑌 , 𝛼) ⟶ (𝑌 ′, 𝛼 ′)
in [𝐀op, 𝐒𝐞𝐭]/𝑋 . We need to show that the following square diagram com-
mutes:

𝐺𝐹(𝑌 , 𝛼) 𝐺𝐹(𝑌 ′, 𝛼 ′)

(𝑌 , 𝛼) (𝑌 ′, 𝛼 ′)

𝐺𝐹(𝛽)

𝜀(𝑌 ,𝛼) 𝜀(𝑌 ′,𝛼′)

𝛽

In other words, we need to prove the commutativity of the following square
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diagram of functors and natural transformations between them:

𝐺0(𝐹 (𝑌 , 𝛼)) 𝐺0(𝐹 (𝑌 ′, 𝛼 ′))

𝑌 𝑌 ′

𝐺𝐹(𝛽)

𝜀(𝑌 ,𝛼) 𝜀(𝑌 ′,𝛼′)

𝛽

This means that we need to prove for every object 𝐴 of 𝐀 the commutativity
of the following square diagram in 𝐒𝐞𝐭:

𝐺0(𝐹 (𝑌 , 𝛼))(𝐴) 𝐺0(𝐹 (𝑌 ′, 𝛼 ′))(𝐴)

𝑌 (𝐴) 𝑌 ′(𝐴)

𝐺(𝐹(𝛽))𝐴

𝜀(𝑌 ,𝛼),𝐴 𝜀(𝑌 ′,𝛼′),𝐴

𝛽𝐴

This diagram may be rewritten as follows:

∐𝑥∈𝑋(𝐴) 𝛼−1𝐴 (𝑥) ∐𝑥∈𝑋(𝐴)(𝛼 ′)−1𝐴 (𝑥)

𝑌 (𝐴) 𝑌 ′(𝐴)

∐𝑥∈𝑋(𝐴) 𝐹(𝛽)(𝐴,𝑥)

𝜀(𝑌 ,𝛼),𝐴 𝜀(𝑌 ′,𝛼′),𝐴

𝛽𝐴

The map 𝐹(𝛽)(𝐴,𝑥) is the restriction of 𝐹(𝛽) to a map from 𝛼−1𝐴 (𝑥) to (𝛼 ′)−1𝐴 (𝑥),
whence this diagram commutes.

We have thus constructed a natural isomorphism 𝜀 from 𝐺 ∘ 𝐹 to 1[𝐀op,𝐒𝐞𝐭]/𝑋 .
The existence of this isomorphism shows that

𝐺 ∘ 𝐹 ≅ 1[𝐀op,𝐒𝐞𝐭]/𝑋 .

The general case: the isomorphism 𝐹 ∘ 𝐺 ≅ 1
Let 𝑍 be an object of [𝐄(𝑋)op, 𝐒𝐞𝐭]. For every object (𝐴, 𝑥) of 𝐄(𝑋), the set

𝐹(𝐺(𝑍))(𝐴, 𝑥) = 𝐺1(𝑍)−1𝐴 (𝑥)
is precisely the image of 𝑍(𝐴, 𝑥) in 𝐺0(𝑍)(𝐴) = ∐𝑥′∈𝑋(𝐴) 𝑍(𝐴, 𝑥 ′). (Recall that
the map 𝐺1(𝑍)𝐴 has the constant value 𝑥 on the summand 𝑍(𝐴, 𝑥) of 𝐺0(𝑍).)
In other words, we have

𝐹(𝐺(𝑍))(𝐴, 𝑥) = {(𝑥, 𝑧) | 𝑧 ∈ 𝑍(𝐴, 𝑥)} .
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We have therefore a bijection

𝜂𝑍,(𝐴,𝑥)∶ 𝑍(𝐴, 𝑥) ⟶ 𝐹(𝐺(𝑍))(𝐴, 𝑥) , 𝑧 ⟼ (𝑥, 𝑧) .
The bijection 𝜂𝑍,(𝐴,𝑥) is natural in (𝐴, 𝑥). To see this, we consider a mor-

phism
𝑓 ∶ (𝐴, 𝑥) ⟶ (𝐴′, 𝑥 ′)

in 𝐄(𝑋), and need to show that the following square diagram commutes:

𝑍(𝐴′, 𝑥 ′) 𝑍(𝐴, 𝑥)

𝐹(𝐺(𝑍))(𝐴′, 𝑥 ′) 𝐹 (𝐺(𝑍))(𝐴, 𝑥)

𝑍(𝑓 )

𝜂𝑍,(𝐴′,𝑥′) 𝜂𝑍,(𝐴,𝑥)

𝐹(𝐺(𝑍))(𝑓 )

The map 𝐹(𝐺(𝑍))(𝑓 ) is the restriction of 𝐺0(𝑍)(𝑓 ), and 𝐺0(𝑍)(𝑓 ) maps the
summand 𝑍(𝐴′, 𝑥 ′) of 𝐺0(𝑍)(𝐴′) into the summand 𝑍(𝐴, 𝑥) of 𝐺0(𝑍)(𝐴) via
the map 𝑍(𝑓 ). We thus find that the above diagram commutes.

We have thus for every object 𝑍 of [𝐄(𝑋)op, 𝐒𝐞𝐭] a natural transformation 𝜂𝑍
from 𝑍 to 𝐹(𝐺(𝑍)), i.e., a morphism from 𝑍 to (𝐹 ∘𝐺)(𝑍) in [𝐄(𝑋)op, 𝐒𝐞𝐭]. Each
component of 𝜂𝑍 is bijective, whence 𝜂𝑍 is an isomorphism.

We now check that 𝜂𝑍 is natural in 𝑍 . For this, we need to show that for
every morphism

𝛾 ∶ 𝑍 ⟶ 𝑍 ′

in [𝐄(𝑋)op, 𝐒𝐞𝐭] the following square diagram commutes:

𝑍 𝑍 ′

𝐹(𝐺(𝑍)) 𝐹(𝐺(𝑍 ′))

𝛾

𝜂𝑍 𝜂𝑍′

𝐹(𝐺(𝛾 ))

This is a diagram consisting of functors and natural transformations, whence
we need to show that for every object (𝐴, 𝑥) of 𝐄(𝑋) the following square
diagram commutes:

𝑍(𝐴, 𝑥) 𝑍 ′(𝐴, 𝑥)

𝐹(𝐺(𝑍))(𝐴, 𝑥) 𝐹(𝐺(𝑍 ′))(𝐴, 𝑥)

𝛾(𝐴,𝑥)

𝜂𝑍,(𝐴,𝑥) 𝜂𝑍′,(𝐴,𝑥)

𝐹(𝐺(𝛾 ))(𝐴,𝑥)
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We recall that

𝐺0(𝑍)(𝐴) = ∐
𝑥′∈𝑋(𝐴)

𝑍(𝐴, 𝑥 ′) , 𝐺0(𝑍 ′)(𝐴) = ∐
𝑥′∈𝑋(𝐴)

𝑍 ′(𝐴, 𝑥 ′)

and that the map 𝐺(𝛾)𝐴 from 𝐺0(𝑍)(𝐴) to 𝐺0(𝑍 ′)(𝐴) is given by∐𝑥′∈𝑋(𝐴) 𝛾(𝐴,𝑥′).
The map 𝐹(𝐺(𝛾 ))(𝐴,𝑥) results from 𝐺0(𝑍)𝐴 by restriction, and goes from the
copy of 𝑍(𝐴, 𝑥) in 𝐺0(𝑍)(𝐴) to the copy of 𝑍 ′(𝐴, 𝑥) in 𝐺0(𝑍)(𝐴′). This means
precisely that the above square diagram commutes.

We have thus constructed a natural transformation 𝜂 from 1[𝐄(𝑋)op,𝐒𝐞𝐭] to 𝐹 ∘𝐺.
Each component of 𝜂 is an isomorphism, whence 𝜂 is a natural isomorphism.
The existence of such an isomorphism shows that

1[𝐄(𝑋)op,𝐒𝐞𝐭] ≅ 𝐹 ∘ 𝐺 .

Exercise 6.2.25
(a)

Lemma 6.D. Let 𝒜 be a category. Let 𝐈 and 𝐈′ be two small categories, and
let 𝐷 and 𝐷′ be diagrams in 𝒜 of shapes 𝐈 and 𝐈′ respectively. Suppose that
these diagrams admit colimits (𝐶, (𝑞𝐼 )𝐼 ) and (𝐶′, (𝑞′𝐼 )𝐼 ) respectively. Let

𝐹 ∶ 𝐈 ⟶ 𝐈′

be a functor and let
𝛼 ∶ 𝐷 ⟹ 𝐷′ ∘ 𝐹

be a natural transformation. Then there exists a unique morphism 𝑓 from 𝐶
to 𝐶′ with

𝑓 ∘ 𝑞𝐼 = 𝑞′𝐹(𝐼 ) ∘ 𝛼𝐼
for every object 𝐼 of 𝐈.
Proof. We have for every object 𝐼 of 𝐈 the morphism

𝑓𝐼 ∶ 𝐷(𝐼 ) 𝛼𝐼−−−−→ 𝐷′(𝐹 (𝐼 )) 𝑞′𝐼−−−−→ 𝐶′ .
We have for every morphism

𝑢∶ 𝐼 ⟶ 𝐽
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in 𝐈 the chain of equalities

𝑓𝐽 ∘ 𝐷(𝑢) = 𝑞′𝐹(𝐽 ) ∘ 𝛼𝐽 ∘ 𝐷(𝑢)
= 𝑞′𝐹(𝐽 ) ∘ (𝐷′ ∘ 𝐹 )(𝑢) ∘ 𝛼𝐼
= 𝑞′𝐹(𝐽 ) ∘ 𝐷′(𝐹 (𝑢)) ∘ 𝛼𝐼
= 𝑞′𝐹(𝐼 ) ∘ 𝛼𝐼
= 𝑓𝐼 .

It follows from the universal property of the colimit (𝐶, (𝑞𝐼 )𝐼 ) that the mor-
phisms 𝑓𝐼 assemble into a morphism

𝑓 ∶ 𝐶 ⟶ 𝐶′

with 𝑓 ∘ 𝑞𝐼 = 𝑓𝐼 for every object 𝐼 of 𝐈. ∎
Proposition 6.E. Let 𝒜 be a category. Let 𝐈 and 𝐈′ be two small categories,
and let 𝐷 and 𝐷′ be diagrams in 𝒜 of shapes 𝐈 and 𝐈′ respectively. Suppose
that these diagrams admit colimits (𝐶, (𝑞𝐼 )𝐼 ) and (𝐶′, (𝑞′𝐼 )𝐼 ) respectively. Let

𝐹 ∶ 𝐈 ⟶ 𝐈′

be a functor with 𝐷′ ∘ 𝐹 = 𝐷. There exists a unique morphism 𝑓 from 𝐶 to 𝐶′

with
𝑓 ∘ 𝑞𝐼 = 𝑞′𝐹(𝐼 )

for every object 𝐼 of 𝐈. ∎

Construction of Lan𝐹 (𝑋) on objects

We have for every object 𝐵 of 𝐁 the diagram 𝑋 ∘ 𝑃𝐵 of shape 𝐹 ⇒ 𝐵 in 𝒮 .
We choose for every object 𝐵 of 𝐁 a colimit of the associated diagram 𝑋 ∘ 𝑃𝐵.
We denote this colimit by Lan𝐹 (𝑋)(𝐵), and denote for every object 𝑀 of the
category 𝐹 ⇒ 𝐵 (𝑋 ∘ 𝑃𝐵)(𝑀) to Lan𝐹 (𝑋)(𝐵) by 𝑖𝐵𝑀 .

Any object of 𝐹 ⇒ 𝐵 is a pair (𝐴, ℎ) consisting of an object 𝐴 of 𝐀 and a
morphism ℎ from 𝐹(𝐴) to 𝐵, and the morphism 𝑖𝐵(𝐴,ℎ) is of the form

𝑖𝐵(𝐴,ℎ)∶ 𝑋(𝐴) ⟶ Lan𝐹 (𝑋)(𝐵) .
That (Lan𝐹 (𝑋)(𝐵), (𝑖𝐵𝑀)𝑀) is a colimit of the diagram 𝑋 ∘ 𝑃𝐵 entails that for
every morphism

𝑓 ∶ 𝑀 ⟶ 𝑀 ′
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in 𝐹 ⇒ 𝐵, we have the equality

𝑖𝐵𝑀 ′ ∘ (𝑋 ∘ 𝑃𝐵)(𝑓 ) = 𝑖𝐵𝑀 . (6.9)

The objects𝑀 and𝑀 ′ are of the forms𝑀 = (𝐴, ℎ) and (𝐴′, ℎ′) and 𝑓 is a mor-
phism from 𝐴 to 𝐴′ such that ℎ′ ∘ 𝑓 = ℎ. We can re-express the equality (6.9)
as

𝑖𝐵(𝐴′,ℎ′) ∘ 𝑋(𝑓 ) = 𝑖𝐵(𝐴,ℎ) . (6.10)

In a more diagrammatic formulation, we have the following:

𝐹(𝐴) 𝐹(𝐴′)

𝐵

𝐹(𝑓 )

ℎ ℎ′
⟿

𝑋(𝐴) 𝑋(𝐴′)

Lan𝐹 (𝑋)(𝐵)

𝑋(𝑓 )

𝑖𝐵(𝐴,ℎ) 𝑖𝐵(𝐴′,ℎ′)

Construction of Lan𝐹 (𝑋) on morphisms

Let
𝑔 ∶ 𝐵 ⟶ 𝐵′

be a morphism in 𝐁. This morphism induces a functor

𝑔∗∶ (𝐹 ⇒ 𝐵) ⟶ (𝐹 ⇒ 𝐵′) ,

given by
𝑔∗((𝐴, ℎ)) = (𝐴, 𝑔 ∘ ℎ) , 𝑔∗(𝑓 ) = 𝑓

on objects and morphisms respectively. The action of 𝑔∗ may be depicted as
follows:

𝐹(𝐴) 𝐹(𝐴′)

𝐵

𝐹(𝑓 )

ℎ ℎ′
⟿

𝐹(𝐴) 𝐹(𝐴′)

𝐵

𝐵′

𝐹(𝑓 )

ℎ

𝑔∘ℎ

ℎ′

𝑔∘ℎ′
𝑔
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The action of the functor 𝑔∗ on objects of 𝐹 ⇒ 𝐵 doesn’t change the first entry,
whence 𝑃𝐵′ ∘ 𝑔∗ = 𝑃𝐵. The following diagram therefore commutes:

(𝐹 ⇒ 𝐵)

𝐀 𝒮

(𝐹 ⇒ 𝐵′)

𝑋∘𝑃𝐵
𝑃𝐵

𝑔∗ 𝑋

𝑃𝐵′

𝑋∘𝑃𝐵′

This entails that the outer triangle

(𝐹 ⇒ 𝐵)

𝒮

(𝐹 ⇒ 𝐵′)

𝑋∘𝑃𝐵
𝑔∗

𝑋∘𝑃𝐵′

commutes. It follows from Proposition 6.E that the functor 𝑔∗ induces a mor-
phism

Lan𝐹 (𝑋)(𝑔)∶ Lan𝐹 (𝑋)(𝐵) ⟶ Lan𝐹 (𝑋)(𝐵′) .
This induced morphism is unique with the property

Lan𝐹 (𝑋)(𝑔) ∘ 𝑖𝐵𝑀 = 𝑖𝐵′𝑔∗(𝑀) (6.11)

for every object 𝑀 of 𝐹 ⇒ 𝐵.

Checking the functoriality of Lan𝐹 (𝑋)
Let us shows that the assignment Lan𝐹 (𝑋) from 𝐁 to 𝒮 is functorial.

• Let 𝐵 be an object of 𝐁. We need to check that Lan𝐹 (𝑋)(1𝐵) = 1Lan𝐹 (𝑋)(𝐵).
For this, it suffices to check that

Lan𝐹 (𝑋)(1𝐵) ∘ 𝑖𝐵𝑀 = 1Lan𝐹 (𝑋)(𝐵) ∘ 𝑖𝐵𝑀
for every object 𝑀 of 𝐹 ⇒ 𝐵. This equality holds because the functor (1𝐵)∗
from 𝐹 ⇒ 𝐵 to 𝐹 ⇒ 𝐵 is the identity functor, and therefore

Lan𝐹 (𝑋)(1𝐵) ∘ 𝑖𝐵𝑀 = 𝑖𝐵(1𝐵)∗(𝑀) = 𝑖𝐵𝑀 = 1Lan𝐹 (𝑋)(1𝐵) ∘ 𝑖𝐵𝑀 .
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• Let
𝑔 ∶ 𝐵 ⟶ 𝐵′ , 𝑔′∶ 𝐵′ ⟶ 𝐵″

be two composable morphisms in 𝐁. The induced functors

𝑔∗∶ (𝐹 ⇒ 𝐵) ⟶ (𝐹 ⇒ 𝐵′) , (𝑔′)∗∶ (𝐹 ⇒ 𝐵′) ⟶ (𝐹 ⇒ 𝐵″) ,
(𝑔′ ∘ 𝑔)∗∶ (𝐹 ⇒ 𝐵) ⟶ (𝐹 ⇒ 𝐵″)

satisfy the identity 𝑔′∗ ∘ 𝑔∗ = (𝑔′ ∘ 𝑔)∗. It follows that

Lan𝐹 (𝑋)(𝑔′) ∘ Lan𝐹 (𝑋)(𝑔) ∘ 𝑖𝐵𝑀 = Lan𝐹 (𝑋)(𝑔′) ∘ 𝑖𝐵′𝑔∗(𝑀) = 𝑖𝐵″𝑔′∗(𝑔∗(𝑀))
= 𝑖𝐵″(𝑔′∗∘𝑔∗)(𝑀)
= 𝑖𝐵″(𝑔′∘𝑔)∗(𝑀)

for every object 𝑀 of 𝐹 ⇒ 𝐵. The composite Lan𝐹 (𝑋)(𝑔′) ∘ Lan𝐹 (𝑋)(𝑔)
therefore satisfies the defining property of the morphism Lan𝐹 (𝑋)(𝑔′ ∘ 𝑔),
which tells us that

Lan𝐹 (𝑋)(𝑔′ ∘ 𝑔) = Lan𝐹 (𝑋)(𝑔′) ∘ Lan𝐹 (𝑋)(𝑔) .
We have thus proven the functoriality of Lan𝐹 (𝑋) from 𝐁 to 𝒮 .

The natural transformation 𝜂∶ 𝑋 ⇒ Lan𝐹 (𝑋) ∘ 𝐹
We note that every object 𝐴 of 𝐀 results in an object 𝐹(𝐴) of 𝐁, which fur-
thermore results in the object (𝐴, 1𝐹(𝐴)) of the category 𝐹 ⇒ 𝐹(𝐴). We have
therefore for every object 𝐴 of 𝐀 the morphism

𝑖𝐹(𝐴)(𝐴,1𝐹(𝐴))∶ 𝑋(𝐴) ⟶ Lan𝐹 (𝑋)(𝐹(𝐴)) .
Let us abbreviate this morphism by 𝜂𝐴. It seems reasonable to assume that
this transformation 𝜂 from𝑋 to Lan𝐹 (𝑋)∘𝐹 is natural. To check this naturality,
we need to verify that for every morphism

𝑓 ∶ 𝐴 ⟶ 𝐴′

in 𝐀, the following square diagram commutes:

𝑋(𝐴) 𝑋(𝐴′)

Lan𝐹 (𝑋)(𝐹(𝐴)) Lan𝐹 (𝑋)(𝐹(𝐴′))

𝑋(𝑓 )

𝜂𝐴 𝜂𝐴′

Lan𝐹 (𝑋)(𝐹(𝑓 ))
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The morphism 𝐹(𝑓 ) goes from 𝐹(𝐴) to 𝐹(𝐴′). By construction of the mor-
phism Lan𝐹 (𝑋)(𝐹(𝑓 )) (see (6.11)), we have therefore the chain of equalities

Lan𝐹 (𝑋)(𝐹(𝑓 )) ∘ 𝜂𝐴 = Lan𝐹 (𝑋)(𝐹(𝑓 )) ∘ 𝑖𝐹(𝐴)(𝐴,1𝐹(𝐴)) = 𝑖𝐹(𝐴′)
𝐹 (𝑓 )∗((𝐴,1𝐹(𝐴))) = 𝑖𝐹(𝐴′)

(𝐴,𝐹(𝑓 )) .
We have on the other hand the equality

𝜂𝐴′ ∘ 𝑋(𝑓 ) = 𝑖𝐹(𝐴′)
(𝐴′,1𝐹(𝐴′)) ∘ 𝑋(𝑓 ) .

The desired commutativity is therefore equivalent to the equality

𝑖𝐹(𝐴′)
(𝐴′,1𝐹(𝐴′)) ∘ 𝑋(𝑓 ) = 𝑖𝐹(𝐴′)

(𝐴,𝐹(𝑓 )) .
This equality holds because 𝑓 is a morphism from (𝐴, 𝐹(𝑓 )) to (𝐴′, 1𝐹(𝐴′)) in
the category 𝐹 ⇒ 𝐹(𝐴′) (see (6.10)).

From Lan𝐹 (𝑋) ⇒ 𝑌 to 𝑋 ⇒ 𝑌 ∘ 𝐹
Let from now 𝑌 be any functor from 𝐁 to 𝒮 . If 𝛽 is a natural transformation
from Lan𝐹 (𝑋) to 𝑌 , then 𝛽𝐹 is a natural transformation from Lan𝐹 (𝑋) ∘ 𝐹
to 𝑌 ∘ 𝐹 , whence

𝛽𝐹 ∘ 𝜂
is a natural transformation from 𝑋 to 𝑌 ∘ 𝐹 .

From 𝑋 ⇒ 𝑌 ∘ 𝐹 to Lan𝐹 (𝑋) ⇒ 𝑌
Let conversely 𝛼 be a natural transformation from𝑋 to 𝑌 ∘𝐹 . Let 𝐵 be an object
of 𝐁. For every object (𝐴, ℎ) of 𝐹 ⇒ 𝐵, we have the resulting morphism

̃𝛽(𝐴,ℎ)∶ 𝑋(𝐴) 𝛼𝐴−−−−→ 𝑌(𝐹(𝐴)) 𝑌 (ℎ)−−−−−→ 𝑌(𝐵) .
This is a morphism from the object 𝑋(𝐴) = (𝑋 ∘𝑃𝐵)((𝐴, ℎ)) to the object 𝑌 (𝐵).

We claim that these morphisms, where (𝐴, ℎ) ranges through the cate-
gory 𝐹 ⇒ 𝐵, form a cocone for the diagram 𝑋 ∘ 𝑃𝐵. To prove this claim,
we consider a morphism

𝑓 ∶ (𝐴, ℎ) ⟶ (𝐴′, ℎ′)
in 𝐹 ⇒ 𝐵, and need to show that

̃𝛽(𝐴′,ℎ′) ∘ (𝑋 ∘ 𝑃𝐵)(𝑓 ) = ̃𝛽(𝐴,ℎ) .
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This equality holds because

̃𝛽(𝐴′,ℎ′) ∘ (𝑋 ∘ 𝑃𝐵)(𝑓 ) = 𝑌 (ℎ′) ∘ 𝛼𝐴′ ∘ 𝑋(𝑓 )
= 𝑌 (ℎ′) ∘ (𝑌 ∘ 𝐹)(𝑓 ) ∘ 𝛼𝐴
= 𝑌(ℎ′) ∘ 𝑌 (𝐹(𝑓 )) ∘ 𝛼𝐴
= 𝑌(ℎ′ ∘ 𝐹 (𝑓 )) ∘ 𝛼𝐴
= 𝑌(ℎ) ∘ 𝛼𝐴
= ̃𝛽(𝐴,ℎ) .

We know that (Lan𝐹 (𝑋), (𝑖𝐵𝑀)𝑀) is a colimit of the diagram 𝑋 ∘ 𝑃𝐵, by con-
struction. It follows that the morphisms ̃𝛽𝑀 , where𝑀 ranges through 𝐹 ⇒ 𝐵,
induce a morphism 𝛽𝐵 from Lan𝐹 (𝑋)(𝐵) to 𝑌 (𝐵), which is unique with the
property that

𝛽𝐵 ∘ 𝑖𝐵𝑀 = ̃𝛽𝑀
for every object 𝑀 of 𝐹 ⇒ 𝐵.

These morphisms 𝛽𝐵, where 𝐵 ranges through the objects of 𝐁, assemble
into a transformation 𝛽 from Lan𝐹 (𝑋) to 𝑌 . Let us check that the transforma-
tion 𝛽 is natural. To show this, we need to check that for every morphism

𝑔 ∶ 𝐵 ⟶ 𝐵′

in 𝐁 the following square diagram commutes:

Lan𝐹 (𝑋)(𝐵) Lan𝐹 (𝑋)(𝐵′)

𝑌 (𝐵) 𝑌 (𝐵′)

Lan𝐹 (𝑋)(𝑔)

𝛽𝐵 𝛽𝐵′

𝑌 (𝑔)

In other words, we need to prove the equality

𝛽𝐵′ ∘ Lan𝐹 (𝑋)(𝑔) = 𝑌 (𝑔) ∘ 𝛽𝐵 .

Both sides of this desired equation are morphisms with domain Lan𝐹 (𝑋)(𝐵).
We thus need to show that

𝛽𝐵′ ∘ Lan𝐹 (𝑋)(𝑔) ∘ 𝑖𝐵𝑀 = 𝑌(𝑔) ∘ 𝛽𝐵 ∘ 𝑖𝐵𝑀
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for every object 𝑀 of 𝐹 ⇒ 𝐵. Such an object 𝑀 is of the form (𝐴, ℎ), and we
have the chain of equalities

𝛽𝐵′ ∘ Lan𝐹 (𝑋)(𝑔) ∘ 𝑖𝐵(𝐴,ℎ) = 𝛽𝐵′ ∘ 𝑖𝐵′𝑔∗((𝐴,ℎ))
= 𝛽𝐵′ ∘ 𝑖𝐵′(𝐴,𝑔∘ℎ)
= ̃𝛽(𝐴,𝑔∘ℎ)
= 𝑌(𝑔 ∘ ℎ) ∘ 𝛼𝐴
= 𝑌(𝑔) ∘ 𝑌 (ℎ) ∘ 𝛼𝐴
= 𝑌(𝑔) ∘ ̃𝛽(𝐴,ℎ)
= 𝑌(𝑔) ∘ 𝛽𝐵 ∘ 𝑖𝐵(𝐴,ℎ) .

We have thus constructed a natural transformation 𝛽 from Lan𝐹 (𝑋) to 𝑌 .

Correspondence between 𝑋 ⇒ 𝑌 ∘ 𝐹 and Lan𝐹 (𝑋) ⇒ 𝑌
The above two constructions are mutually inverse.

Let first 𝛼 be a natural transformation from𝑋 to 𝑌 ∘𝐹 . Let 𝛽 be the resulting
natural transformation from Lan𝐹 (𝑋) to 𝑌 , which is uniquely determined by

𝛽𝐵 ∘ 𝑖𝐵(𝐴,ℎ) = 𝑌(ℎ) ∘ 𝛼𝐴
for every object 𝐵 of 𝐁 and every object (𝐴, ℎ) of 𝐹 ⇒ 𝐵. Let 𝛼 ′ be the natural
transformation from 𝑋 to 𝑌 ∘ 𝐹 resulting from 𝛽 , given by

𝛼 ′ = 𝛽𝐹 ∘ 𝜂 .

For every object 𝐴 of 𝐀 we have the chain of equalities

𝛼 ′𝐴 = (𝛽𝐹 ∘ 𝜂)𝐴 = 𝛽𝐹(𝐴) ∘ 𝜂𝐴 = 𝛽𝐹(𝐴) ∘ 𝑖𝐹(𝐴)(𝐴,1𝐹(𝐴)) = 𝑌(1𝐹(𝐴)) ∘ 𝛼𝐴 = 1𝑌 (𝐹(𝐴)) ∘ 𝛼𝐴
= 𝛼𝐴 .

This shows that 𝛼 ′ = 𝛼 .
Let conversely 𝛽 be a natural transformation from Lan𝐹 (𝑋) to 𝑌 . Let 𝛼 be

the resulting natural transformation from 𝑋 to 𝑌 ∘ 𝐹 given by

𝛼 = 𝛽𝐹 ∘ 𝜂 .
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Let 𝛽′ be the resulting natural transformation from Lan𝐹 (𝑋) to 𝑌 , which is
uniquely determined by

𝛽′𝐵 ∘ 𝑖𝐵(𝐴,ℎ) = 𝑌(ℎ) ∘ 𝛼𝐴
for every object 𝐵 of 𝐁 and every object (𝐴, ℎ) of 𝐹 ⇒ 𝐵. We have the chain
of equalities

𝛽′𝐵 ∘ 𝑖𝐵(𝐴,ℎ) = 𝑌(ℎ) ∘ 𝛼𝐴
= 𝑌(ℎ) ∘ (𝛽𝐹 ∘ 𝜂)𝐴
= 𝑌(ℎ) ∘ 𝛽𝐹(𝐴) ∘ 𝜂𝐴
= 𝑌(ℎ) ∘ 𝛽𝐹(𝐴) ∘ 𝑖𝐹(𝐴)(𝐴,1𝐹(𝐴))

= 𝛽𝐵 ∘ Lan𝐹 (𝑋)(ℎ) ∘ 𝑖𝐹(𝐴)(𝐴,1𝐹(𝐴))
= 𝛽𝐵 ∘ 𝑖𝐵ℎ∗((𝐴,1𝐹(𝐴)))
= 𝛽𝐵 ∘ 𝑖𝐵(𝐴,ℎ∘1𝐹(𝐴))
= 𝛽𝐵 ∘ 𝑖𝐵(𝐴,ℎ)

for every object 𝐵 of 𝐁 and every object (𝐴, ℎ) of 𝐹 ⇒ 𝐵, therefore

𝛽′𝐵 = 𝛽𝐵
for every object 𝐵 of 𝐁, and thus 𝛽′ = 𝛽 .

This shows that the two constructions are indeed mutually inverse.

(b)

We start off by extending Lan𝐹 to a fully-fledged functor from [𝐀, 𝒮 ] to [𝐁, 𝒮 ].
We then show that Lan𝐹 is left adjoint to the functor 𝐹 ∗ from [𝐁, 𝒮 ] to [𝐀, 𝒮 ].

Action of Lan𝐹 on morphisms

So far, we have only explained how Lan𝐹 acts on objects. Let us construct an
action of Lan𝐹 on morphisms too.

Let 𝑋 and 𝑋 ′ be two functors from 𝐀 to 𝒮 and let

𝛾 ∶ 𝑋 ⟹ 𝑋 ′
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be a natural transformation, i.e., a morphism in [𝐀, 𝒮 ]. We have for every
object 𝐵 of 𝐁 the induced natural transformation

𝛾𝑃𝐵 ∶ 𝑋 ∘ 𝑃𝐵 ⟹ 𝑋 ′ ∘ 𝑃𝐵 .

The two functors 𝑋 ∘ 𝑃𝐵 and 𝑋 ′ ∘ 𝑃𝐵 are diagrams of the same shape 𝐹 ⇒ 𝐵
in 𝒮 , with colimits Lan𝐹 (𝑋)(𝐵) and Lan𝐹 (𝑋 ′)(𝐵) respectively. The natural
transformation 𝛾𝑃𝐵 therefore induces a morphism

Lan𝐹 (𝛾 )𝐵 ∶ Lan𝐹 (𝑋)(𝐵) ⟶ Lan𝐹 (𝑋 ′)(𝐵)

that is unique with the property

Lan𝐹 (𝛾 )𝐵 ∘ 𝑖𝑋,𝐵
𝑀 = 𝑖𝑋 ′, 𝐵

𝑀 ∘ (𝛾𝑃𝐵)𝑀
for every object 𝑀 of 𝐹 ⇒ 𝐵. (We use now the slightly more expressive
notations 𝑖𝑋,𝐵

𝑀 and 𝑖𝑋 ′,𝐵
𝑀 instead of just 𝑖𝐵𝑀 , to track which functor we are dealing

with.) This equation can somewhat more explicitly be rewritten as

Lan𝐹 (𝛾 )𝐵 ∘ 𝑖𝑋,𝐵
(𝐴,ℎ) = 𝑖𝑋 ′, 𝐵

(𝐴,ℎ) ∘ 𝛾𝐴
for every object (𝐴, ℎ) of 𝐹 ⇒ 𝐵.

The morphisms Lan𝐹 (𝛾 )𝐵, where 𝐵 ranges through the objects of 𝐁, assem-
ble into a transformation Lan𝐹 (𝛾 ) from Lan𝐹 (𝑋) to Lan𝐹 (𝑋 ′). Let us check
that this transformation Lan𝐹 (𝛾 ) is natural. To this end, we have to check
that for every morphism

𝑔 ∶ 𝑋 ⟶ 𝑋 ′

in 𝐁 the following diagram commutes:

Lan𝐹 (𝑋)(𝐵) Lan𝐹 (𝑋)(𝐵′)

Lan𝐹 (𝑋 ′)(𝐵) Lan𝐹 (𝑋 ′)(𝐵′)

Lan𝐹 (𝑋)(𝑔)

Lan𝐹 (𝛾 )𝐵 Lan𝐹 (𝛾 )𝐵′

Lan𝐹 (𝑋 ′)(𝑔)

We thus need to prove the equality

Lan𝐹 (𝛾 )𝐵′ ∘ Lan𝐹 (𝑋)(𝑔) = Lan𝐹 (𝑋 ′)(𝑔) ∘ Lan𝐹 (𝛾 )𝐵 .
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6.2 Limits and colimits of presheaves

Both sides of this desired equality have the object Lan𝐹 (𝑋)(𝐵) as its domain,
whence we need to show check that

Lan𝐹 (𝛾 )𝐵′ ∘ Lan𝐹 (𝑋)(𝑔) ∘ 𝑖𝑋,𝐵
𝑀 = Lan𝐹 (𝑋 ′)(𝑔) ∘ Lan𝐹 (𝛾 )𝐵 ∘ 𝑖𝑋,𝐵

𝑀 .
for every object 𝑀 of 𝐹 ⇒ 𝐵. Each such object 𝑀 is of the form (𝐴, ℎ), and
we observe the chain of equalities

Lan𝐹 (𝛾 )𝐵′ ∘ Lan𝐹 (𝑋)(𝑔) ∘ 𝑖𝑋,𝐵
(𝐴,ℎ)

= Lan𝐹 (𝛾 )𝐵′ ∘ 𝑖𝑋,𝐵′
(𝐴,𝑔∘ℎ)

= 𝑖𝑋 ′, 𝐵′
(𝐴,𝑔∘ℎ) ∘ 𝛾𝐴

= Lan𝐹 (𝑋 ′)(𝑔) ∘ 𝑖𝑋 ′,𝐵
(𝐴,ℎ) ∘ 𝛾𝐴

= Lan𝐹 (𝑋 ′)(𝑔) ∘ Lan𝐹 (𝛾 )𝐵 ∘ 𝑖𝑋,𝐵
(𝐴,ℎ) .

We have thus shown the naturality of Lan𝐹 (𝛾 ), and therefore constructed
the action of Lan𝐹 on morphisms of [𝐀, 𝒮 ].

Functoriality of Lan𝐹

Let us check that the assignment Lan𝐹 is functorial.

• Let 𝑋 be a functor from 𝐀 to 𝒮 . We have

(1Lan𝐹 (𝑋))𝐵 ∘ 𝑖𝑋,𝐵
(𝐴,ℎ) = 1Lan𝐹 (𝑋)(𝐵) ∘ 𝑖𝑋,𝐵

(𝐴,ℎ) = 𝑖𝑋,𝐵
(𝐴,ℎ) = 𝑖𝑋,𝐵

(𝐴,ℎ) ∘ 1𝑋(𝐴) = 𝑖𝑋,𝐵
(𝐴,ℎ) ∘ (1𝑋 )𝐴

for every object 𝐵 of𝐁 and every object (𝐴, ℎ) of 𝐹 ⇒ 𝐵. This shows that the
natural transformation 1Lan𝐹 (𝑋) satisfies the defining property of Lan𝐹 (1𝑋 ),
whence

Lan𝐹 (1𝑋 ) = 1Lan𝐹 (𝑋) .
• Let 𝑋 , 𝑋 ′ and 𝑋″ be functors from 𝐀 to 𝒮 and let

𝛾 ∶ 𝑋 ⟹ 𝑋 ′ , 𝛾 ′∶ 𝑋 ′ ⟹ 𝑋″

be two composable natural transformations. We have thi chain of equalities

(Lan𝐹 (𝛾 ′) ∘ Lan𝐹 (𝛾 ))𝐵 ∘ 𝑖𝑋,𝐵
(𝐴,ℎ) = Lan𝐹 (𝛾 ′)𝐵 ∘ Lan𝐹 (𝛾 )𝐵 ∘ 𝑖𝑋,𝐵

(𝐴,ℎ)
= Lan𝐹 (𝛾 )′𝐵 ∘ 𝑖𝑋

′, 𝐵
(𝐴,ℎ) ∘ 𝛾𝐴

= 𝑖𝑋″, 𝐵
(𝐴,ℎ) ∘ 𝛾 ′𝐴 ∘ 𝛾𝐴

= 𝑖𝑋″, 𝐵
(𝐴,ℎ) ∘ (𝛾 ′ ∘ 𝛾 )𝐴

= Lan𝐹 (𝛾 ′ ∘ 𝛾 )𝐵 ∘ 𝑖𝑋,𝐵
(𝐴,ℎ)
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for every object 𝐵 of𝐁 and every object (𝐴, ℎ) of 𝐹 ⇒ 𝐵. This shows that the
composite Lan𝐹 (𝛾 ′) ∘ Lan𝐹 (𝛾 ) satisfies the defining property of the natural
transformation Lan𝐹 (𝛾 ′ ∘ 𝛾 ), whence

Lan𝐹 (𝛾 ′ ∘ 𝛾 ) = Lan𝐹 (𝛾 ′) ∘ Lan𝐹 (𝛾 ) .
We have thus shown the functoriality of Lan𝐹 from [𝐀, 𝒮 ] to [𝐁, 𝒮 ].

Adjointness of Lan𝐹 and 𝐹 ∗

For every functor 𝑋 from 𝐀 to 𝒮 we have constructed in part (a) of this exer-
cise a natural transformation

𝜂𝑋 ∶ 𝑋 ⟹ Lan𝐹 (𝑋) ∘ 𝐹 ,
so that for every functor 𝑌 from 𝐁 to 𝒮 , the map

[𝐁, 𝒮 ](Lan𝐹 (𝑋), 𝑌 ) ⟶ [𝐀, 𝒮 ](𝑋 , 𝑌 ∘ 𝐹) , 𝛽 ⟼ 𝛽𝐹 ∘ 𝜂𝑋 (6.12)

is bijective.
The natural transformations 𝜂𝑋 , where 𝑋 ranges through the objects of the

category [𝐀, 𝒮 ], are morphisms in [𝐀, 𝒮 ]. These morphisms assemble into a
transformation 𝜂 from 1[𝐀,𝒮 ] to Lan𝐹 (−) ∘ 𝐹 = 𝐹 ∗ ∘ Lan𝐹 .

To see this, we have to check that for every two functors 𝑋 and 𝑋 ′ from 𝐀
to 𝒮 and every natural transformation

𝛾 ∶ 𝑋 ⟶ 𝑋 ′

the following diagram commutes:

𝑋 𝑋 ′

Lan𝐹 (𝑋) ∘ 𝐹 Lan𝐹 (𝑋 ′) ∘ 𝐹

𝛾

𝜂𝑋 𝜂𝑋′

Lan𝐹 (𝛾 )𝐹

This diagram takes place inside a functor category, whence it’s commutativity
can be checked pointwise. We thus have to show that for every object 𝐴 of 𝐀
the following diagram commutes:

𝑋(𝐴) 𝑋 ′(𝐴)

Lan𝐹 (𝑋)(𝐹(𝐴)) Lan𝐹 (𝑋 ′)(𝐹 (𝐴))

𝛾𝐴

(𝜂𝑋 )𝐴 (𝜂𝑋′ )𝐴

(Lan𝐹 (𝛾 )𝐹 )𝐴
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6.2 Limits and colimits of presheaves

This commutativity hold because

(Lan𝐹 (𝛾 )𝐹 )𝐴 ∘ (𝜂𝑋 )𝐴 = Lan𝐹 (𝛾 )𝐹(𝐴) ∘ 𝑖𝑋,𝐹(𝑋)
(𝐴,1𝐹(𝑋))

= 𝑖𝑋 ′,𝐹 (𝑋)
(𝐴,1𝐹(𝑋)) ∘ 𝛾𝐴

= (𝜂𝑋 ′)𝐴 ∘ 𝛾𝐴 .

To summarize our findings: We have overall constructed a natural trans-
formation 𝜂 from 1[𝐀,𝒮 ] to 𝐹 ∗ ∘ Lan𝐹 . The bijectivity of (6.12) tells us that for
every object 𝑋 of [𝐀, 𝒮 ], the morphism 𝜂𝑋 is an initial object of the comma
category 𝑋 ⇒ 𝐹 ∗.

It follows from Theorem 2.3.6 and its proof that Lan𝐹 is left adjoint to 𝐹 ∗,
with 𝜂 being the unit of one such adjunction.

(c)

Proposition 6.F. Let 𝐀 and 𝐁 be two small categories and let 𝐹 be a functor
from 𝐀 to 𝐁. The induced functor

𝐹∗∶ [𝐁, 𝐒𝐞𝐭] ⟶ [𝐀, 𝐒𝐞𝐭]

admits both a left adjoint and a right adjoint.

Proof. The category 𝐒𝐞𝐭 admits both small limits and small colimits. The as-
sertion therefore follows from part (b) of this exercise and its dual. More
explicitly, the left adjoint of 𝐹 ∗ is given by the left Kan extension Lan𝐹 , and
the right adjoint of 𝐹 ∗ is given by the right Kan extension Ran𝐹 . ∎

Let 𝐺 and 𝐻 be two groups and let 𝜑 be a homomorphism of groups from 𝐺
to 𝐻 . We may regard 𝐺 and 𝐻 as small one-object categories 𝐆 and 𝐇 re-
spectively, and the homomorphism 𝜑 as a functor Φ from 𝐺 to 𝐻 . The func-
tor categories [𝐆, 𝐒𝐞𝐭] and [𝐇, 𝐒𝐞𝐭] are isomorphic to the categories of 𝐺-sets
and 𝐻 -sets respectively, and the functor

Φ∗∶ [𝐇, 𝐒𝐞𝐭] ⟶ [𝐆, 𝐒𝐞𝐭]

corresponds to the pull-back functor

𝜑∗∶ 𝐻 -𝐒𝐞𝐭 ⟶ 𝐺-𝐒𝐞𝐭
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Chapter 6 Adjoints, representables and limits

induced by 𝜑. We know from Proposition 6.F that the functor Φ∗ admits both
a left adjoint and a right adjoint. As a consequence, the functor 𝜑∗ admits
both a left adjoint and a right adjoint.

For the trivial group 1, the category 1-𝐒𝐞𝐭 is in turn isomorphic to 𝐒𝐞𝐭. We
therefore find the following:

• By choosing the group 𝐻 as trivial, we arrive at the functor

𝐒𝐞𝐭 ⟶ 𝐺-𝐒𝐞𝐭
that regards every set as a trivial 𝐺-set. This functor admits both a left
adjoint and a right adjoint.

• By choosing the group 𝐺 as trivial, we see that the forgetful functor

𝐻 -𝐒𝐞𝐭 ⟶ 𝐒𝐞𝐭
admits both a left adjoint and a right adjoint.

6.3 Interactions between adjoints functors and
limits

Exercise 6.3.21
(a)

If 𝑈 were to admit a right adjoint, then it would preserve colimits, and thus
in particular initial objects. This would mean that for the trivial group 1, the
set 𝑈 (1) would be initial in 𝐒𝐞𝐭. But the initial object of 𝐒𝐞𝐭 is the empty set,
and 𝑈 (1) is non-empty.

(b)

The functor 𝐼 regards every set as an indiscrete category in the following
sense: gives a set 𝐴, the category 𝐼 (𝐴) has the set 𝐴 as its class of objects,
and for every two elements 𝑎 and 𝑎′ of 𝐴, there exists a unique morphism
from 𝑎 to 𝑎′ in 𝐼 (𝐴). Given two non-empty sets 𝐴 and 𝐵, there exist no mor-
phisms between 𝐼 (𝐴) and 𝐼 (𝐵) inside 𝐼 (𝐴) + 𝐼 (𝐵). The categories 𝐼 (𝐴 + 𝐵)
and 𝐼 (𝐴) + 𝐼 (𝐵) are therefore not isomorphic. This tells us that the functor 𝐼
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6.3 Interactions between adjoints functors and limits

does not preserve binary coproducts, and therefore cannot be a left adjoint.
In other words, 𝐼 doesn’t have a right adjoint.

The functor 𝐶 assigns to each small category its set of connected compo-
nents. More explicitly, for every small category𝐀, the set 𝐶(𝐀) is the quotient
set Ob(𝐀)/∼, where ∼ is the equivalence relation generated by

𝐴 ∼ 𝐵 if there exists a morphism 𝐴 → 𝐵 .

Let us show that the functor 𝐶 does not preserve pullbacks.
Given a small category 𝐀 and subcategories 𝐁 and 𝐁′ of 𝐀, their intersec-

tion 𝐁 ∩ 𝐁′ is again a subcategory of 𝐀. We have the following commutative
diagram of small categories and inclusion functors:

𝐁 ∩ 𝐁′ 𝐁′

𝐁 𝐀

This diagram is a pullback diagram. So if 𝐶 were to preserve pullbacks, then
it would follow that the induced diagram

𝐶(𝐁 ∩ 𝐁′) 𝐶(𝐁′)

𝐶(𝐁) 𝐶(𝐀)

would again a pullback diagram. But this is not always the case!
To see this we consider the category 𝟏 that consists of two objects 0 and 1

and precisely one non-identity morphism, which goes from 0 to 1. Let 𝟎0
and 𝟎1 be the subcategories of 𝟏 consisting of the single objects 0 and 1 re-
spectively. We have in 𝐂𝐚𝐭 the following pushout diagram, where all arrows
are inclusions functors:

∅ 𝟎1

𝟎0 𝟏
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Chapter 6 Adjoints, representables and limits

By applying the functor 𝐶 to this diagram, we get the following commutative
diagram:

∅ {∗}

{∗} {∗}
But this is not a pullback diagram!

(c)

The functor ∇ from 𝐒𝐞𝐭 to [O(𝑋)op, 𝐒𝐞𝐭] is defined on objects by ∇(𝐵)(𝑋) = 𝐵
and ∇(𝐵)(𝑈 ) = {∗} for every proper open subset 𝑈 of 𝑋 .

Suppose that the space 𝑋 is non-empty. (Otherwise, the functor ∇ is an iso-
morphism, and therefore admits both a left adjoint and a right adjoint.) This
assumption ensures that the space 𝑋 admits a proper open subset, namely
the empty subset ∅. It then follows for any two sets 𝐵 and 𝐵′ that

(∇(𝐵) + ∇(𝐵′))(∅) = ∇(𝐵)(∅) + ∇(𝐵′)(∅)
= {∗} + {∗}
≇ {∗}
= ∇(𝐵 + 𝐵′)(∅) .

This non-isomorphism shows that the functor ∇ does not preserve binary
coproducts, and does therefore not admit a right adjoint.

The functor Λ is defined dually to the functor ∇. Given a set 𝐵, the func-
tor Λ(𝐵) is given by Λ(𝐵)(∅) = 𝐵 and Λ(𝐵)(𝑈 ) = ∅ for every non-empty
open subset of 𝑋 . Suppose again that the space 𝑋 is non-empty. (Otherwise,
the functor Λ is an isomorphism, and therefore admits both a left adjoint and
a right adjoint.) This ensures that the space 𝑋 admits a non-empty open
subset, namely 𝑋 itself. We recall that the terminal object of the presheaf
category [O(𝑋)op, 𝐒𝐞𝐭] is the presheaf with constant value {∗}. But for every
set 𝐵, we have Λ(𝐵)(𝑋) = ∅ ≇ {∗}. We thus find that for every set 𝐵, the
presheaf Λ(𝐵) is not terminal in [O(𝑋)op, 𝐒𝐞𝐭]. This observation entails that
the functorΛ does not preserve terminal objects, and therefore does not admit
a left adjoint.
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Exercise 6.3.22

(a)

The implication (A) ⟹ (R)

Suppose that the functor 𝑈 admits a left adjoint 𝐹 . We have for every object𝐴
of 𝒜 the chain of isomorphisms

𝑈 (𝐴) ≅ 𝐒𝐞𝐭({∗}, 𝑈 (𝐴)) ≅ 𝒜(𝐹({∗}), 𝐴) ,

which is natural in 𝐴. This tells us that the functor 𝑈 is represented by the
object 𝐹({∗}) of 𝒜 .

The implication (R) ⟹ (L)

This follows from Proposition 6.2.2.

(b)

Suppose that the functor 𝑈 is represented by an object 𝐴 of 𝒜 . We may
assume for simplicity that 𝑈 = 𝒜(𝐴, −).

The desired left adjoint 𝐹 of 𝑈 needs to preserve coproducts, and therefore
need to satisfy

𝐹(𝐵) ≅ 𝐹(∑
𝑏∈𝐵

{𝑏}) ≅ ∑
𝑏∈𝐵

𝐹({𝑏}) ≅ ∑
𝑏∈𝐵

𝐹({∗})

for every set 𝐵. We also find that

𝒜(𝐹({∗}), 𝐴′) ≅ 𝐒𝐞𝐭({∗}, 𝑈 (𝐴′)) ≅ 𝑈 (𝐴′) = 𝒜(𝐴, 𝐴′)

for every object 𝐴′ of 𝒜 , natural in 𝐴′, and therefore

𝐹({∗}) ≅ 𝐴

by Yoneda’s lemma.
Motivated by this thought experiment on the behaviour of 𝐹 , we define the

functor 𝐹 from 𝐒𝐞𝐭 to 𝒜 as follows.
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• For every set 𝐵 let 𝐹(𝐵) be the 𝐵-fold sum of 𝐴, i.e.,

𝐹(𝐵) ≔ ∑
𝑏∈𝐵

𝐴 .

We further denote for every element 𝑏 of 𝐵 the canonical morphism belong-
ing to the 𝑏-th summand of 𝐹(𝐵) by 𝑖𝐵𝑏 . This is a morphism from 𝐴 to 𝐹(𝐵).

• For every map
𝑔 ∶ 𝐵 ⟶ 𝐵′ ,

let 𝐹(𝑔) be the unique morphism from 𝐹(𝐵) to 𝐹(𝐵′) given by

𝐹(𝑔) ∘ 𝑖𝐵𝑏 = 𝑖𝐵′𝑔(𝑏)
for every element 𝑏 of 𝐵. (Intuitively speaking, the morphism 𝐹(𝑔) maps
the 𝑏-th summand of 𝐹(𝐵) into the 𝑔(𝑏)-th summand of 𝐹(𝐵′) – both these
summands are 𝐴 – via the identity morphism of 𝐴.)

We have for every set 𝐵 and every object 𝐴′ of 𝒜 the chain of bijections

𝒜(𝐹(𝐵), 𝐴′) ≅ 𝒜(∑
𝑏∈𝐵

𝐴,𝐴′)

≅ ∏
𝑏∈𝐵

𝒜(𝐴,𝐴′)

= ∏
𝑏∈𝐵

𝑈 (𝐴′)

≅ 𝐒𝐞𝐭(𝐵, 𝑈 (𝐴′)) .

The overall bijection is given by

𝛼𝐵,𝐴′ ∶ 𝒜(𝐹(𝐵), 𝐴′) ⟶ 𝐒𝐞𝐭(𝐵, 𝑈 (𝐴′)) , 𝑓 ⟼ [𝑏 ⟼ 𝑓 ∘ 𝑖𝐵𝑏 ] .6

These bijections are natural in both 𝐵 and 𝐴′. Let us check this.

6If we only assume that 𝑈 is isomorphic to 𝒜(𝐴, −), then this formula becomes slightly
messier. Indeed, we need to fix one such isomorphism, and then include its components
in this formula. The author doesn’t want to bother with this additional notational ballast,
and therefore choose 𝑈 to be 𝒜(𝐴, −).
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• Let

𝑔 ∶ 𝐵 ⟶ 𝐵′

be a map of sets. We need to show that the square diagram

𝒜(𝐹(𝐵′), 𝐴′) 𝐒𝐞𝐭(𝐵′, 𝑈 (𝐴′))

𝒜(𝐹(𝐵), 𝐴′) 𝐒𝐞𝐭(𝐵, 𝑈 (𝐴′))

𝛼𝐵′,𝐴′

𝐹(𝑔)∗ 𝑔∗

𝛼𝐵,𝐴′

commutes. This commutativity holds because we have the chain of equali-
ties

𝑔∗(𝛼𝐵′,𝐴′(𝑓 ))(𝑏) = (𝛼𝐵′,𝐴′(𝑓 ) ∘ 𝑔)(𝑏)
= 𝛼𝐵′,𝐴′(𝑓 )(𝑔(𝑏))
= 𝑓 ∘ 𝑖𝐵′𝑔(𝑏)
= 𝑓 ∘ 𝐹(𝑔) ∘ 𝑖𝐵𝑏
= 𝛼𝐵,𝐴′(𝑓 ∘ 𝐹 (𝑔))(𝑏)
= 𝛼𝐵,𝐴′(𝐹 (𝑔)∗(𝑓 ))(𝑏)

for every element 𝑓 of 𝒜(𝐹(𝐵′), 𝐴′) and every element 𝑏 of 𝐵.
• Let

ℎ∶ 𝐴′ ⟶ 𝐴″

be a morphism in 𝒜 . We need to show that the square diagram

𝒜(𝐹(𝐵), 𝐴′) 𝐒𝐞𝐭(𝐵, 𝑈 (𝐴′))

𝒜(𝐹(𝐵), 𝐴″) 𝐒𝐞𝐭(𝐵, 𝑈 (𝐴″))

𝛼𝐵,𝐴′

ℎ∗ 𝑈 (ℎ)∗
𝛼𝐵,𝐴″

commutes. This commutativity holds because we have the chain of equali-

209



Chapter 6 Adjoints, representables and limits

ties
𝑈 (ℎ)∗(𝛼𝐵,𝐴′(𝑓 ))(𝑏) = (𝑈 (ℎ) ∘ 𝛼𝐵,𝐴′(𝑓 ))(𝑏)

= 𝑈 (ℎ)(𝛼𝐵,𝐴′(𝑓 )(𝑏))
= 𝑈 (ℎ)(𝑓 ∘ 𝑖𝐵𝑏 )
= ℎ∗(𝑓 ∘ 𝑖𝐵𝑏 )
= ℎ ∘ 𝑓 ∘ 𝑖𝐵𝑏
= ℎ∗(𝑓 ) ∘ 𝑖𝐵𝑏
= 𝛼𝐵,𝐴″(ℎ∗(𝑓 ))

for every element 𝑓 of 𝒜(𝐹(𝐵), 𝐴′) and every element 𝑏 of 𝐵.

We have overall shown that 𝒜(𝐹(𝐵), 𝐴′) is bijective to 𝐒𝐞𝐭(𝐵, 𝑈 (𝐴′)), natu-
ral in both 𝐵 and 𝐴′. This shows that the constructed functor 𝐹 is left adjoint
to the original functor 𝑈 .

Exercise 6.3.23

(a)

Let 𝑃 be a preordered set and let 𝒫 be the corresponding category.
For every two elements 𝑥 and 𝑦 of 𝑃 , let 𝑥 ∼ 𝑦 if and only if both 𝑥 ≤ 𝑦

and 𝑦 ≤ 𝑥 . The relation ∼ is an equivalence relation on 𝑃 .

• For every element 𝑥 of 𝑃 we have 𝑥 ≤ 𝑥 , and therefore 𝑥 ∼ 𝑥 . This shows
that the relation ∼ is transitive.

• Let 𝑥 and 𝑦 be two elements of 𝑃 . Both 𝑥 ∼ 𝑦 and 𝑦 ∼ 𝑥 are defined via the
same two conditions, whence 𝑥 ∼ 𝑦 if and only if 𝑦 ∼ 𝑥 . This shows that
the relation ∼ is symmetric.

• Let 𝑥 , 𝑦 and 𝑧 be three elements of 𝑃 . Suppose that both 𝑥 ∼ 𝑦 and 𝑦 ∼ 𝑧.
This means that

𝑥 ≤ 𝑦 , 𝑦 ≤ 𝑥 , 𝑦 ≤ 𝑧 , 𝑧 ≤ 𝑦 .

It follows from 𝑥 ≤ 𝑦 and 𝑦 ≤ 𝑧 that 𝑥 ≤ 𝑧, and it similarly follows
from 𝑧 ≤ 𝑦 and 𝑦 ≤ 𝑥 that 𝑧 ≤ 𝑥 . We have thus both 𝑥 ≤ 𝑧 and 𝑧 ≤ 𝑥 ,
which shows that 𝑥 ∼ 𝑧. This shows that the relation ∼ is transitive.
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Let 𝑥 , 𝑥 ′ and 𝑦 , 𝑦 ′ be elements of 𝑃 with both 𝑥 ∼ 𝑥 ′ and 𝑦 ∼ 𝑦 ′. We
claim that 𝑥 ≤ 𝑦 if and only if 𝑥 ′ ≤ 𝑦 ′. To prove this claim, it suffices to
show that 𝑥 ≤ 𝑦 implies 𝑥 ′ ≤ 𝑦 ′, because ∼ is symmetric. So let’s suppose
that 𝑥 ≤ 𝑦 . We know from the assumptions 𝑥 ∼ 𝑥 ′ and 𝑦 ∼ 𝑦 ′ that 𝑥 ′ ≤ 𝑥
and 𝑦 ≤ 𝑦 ′. Together with 𝑥 ≤ 𝑦 , this tells us that indeed 𝑥 ′ ≤ 𝑦 ′.

Let 𝑄 be the quotient set 𝑃/∼. We have thus seen that the preorder ≤ of 𝑃
descends to a relation on 𝑄, which we shall again denote by ≤. This induced
relation satisfies

𝑥 ≤ 𝑦 ⟺ [𝑥] ≤ [𝑦] (6.13)

for any two elements 𝑥 and 𝑦 of 𝑃 .
The relation ≤ on 𝑄 is both reflexive and transitive, since the original pre-

order on 𝑃 is reflexive and transitive. In other words, (𝑄, ≤) is again a pre-
ordered set. It is, in fact, already an ordered set. To see this, let [𝑥] and [𝑦]
be two elements of 𝑄 with both [𝑥] ≤ [𝑦] and [𝑦] ≤ [𝑥]. This means for the
original two elements 𝑥 and 𝑦 of 𝑃 that both 𝑥 ≤ 𝑦 and 𝑦 ≤ 𝑥 . This tells us
that 𝑥 ∼ 𝑦 , and therefore that [𝑥] = [𝑦].

Let 𝒬 be the category corresponding to the ordered set (𝑄, ≤). The equiv-
alence (6.13) tells us that the quotient map from 𝑃 to 𝑄 extends to functor 𝐹
from 𝒫 to 𝒬 that is both full and faithful. The functor 𝐹 is also surjective on
objects, and thus overall an equivalence of categories. (Choosing an essential
inverse to 𝐹 corresponds to choosing a representative for each equivalence
class of ∼.)

(b)

Let 𝑀 be the class of morphisms of 𝒜 . We have for every set 𝐼 the chain of
isomorphisms and inclusions

𝑀 ⊇ 𝒜(𝐴, 𝐵𝐼 ) ≅ 𝒜(𝐴, 𝐵)𝐼 ⊇ {𝑓 , 𝑔}𝐼 ≅ {0, 1}𝐼 ≅ 𝒫 (𝐼 ) ⊇ {{𝑖} | 𝑖 ∈ 𝐼 } ≅ 𝐼 . (6.14)

We have thus constructed for every set 𝐼 an inclusion from 𝐼 to 𝑀 . (More
explicitly, we assign to an element 𝑖 of 𝐼 the morphism from𝐴 to 𝐵𝐼 whose 𝑖-th
component is 𝑓 , and whose other components are 𝑔.) This entails that 𝑀
cannot be a set (since otherwise we could embed 𝒫 (𝑀) into 𝑀 , which is not
possible for cardinality reasons).
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(c)

Let 𝒜 be a category that is both small and complete. We find from part (b)
of this exercise that for any two objects 𝐴 and 𝐵 of 𝒜 there exists at most
one morphism from 𝐴 to 𝐵 in 𝒜 . The category 𝒜 therefore corresponds to a
preordered set 𝑃 . More explicitly, the elements of 𝑃 are the objects of 𝒜 , and
for any two such objects 𝐴 and 𝐵, we have 𝐴 ≤ 𝐵 in 𝑃 if and only if there
exists a morphism from 𝐴 to 𝐵 in 𝒜 .

It follows from part (a) of this exercise that 𝒜 is equivalent to an ordered
set. This ordered set is complete since 𝒜 is complete (and equivalence of
categories preserves completeness).

(d)

Let 𝒜 be a category that admits all finite products. Suppose that there exist
two objects 𝐴 and 𝐵 of 𝒜 for which there exist two distinct morphisms 𝑓
and 𝑔 from 𝐴 to 𝐵. We then find from (6.14) that for every finite set 𝐼 , the
set of morphisms of 𝒜 is of larger cardinality than 𝐼 . This tells us that the
category 𝒜 contains infinitely many morphisms, and is therefore infinite.

Let now ℬ be a category that is finite and admits all finite products. We
have just seen that there exists for every two objects𝐴 and 𝐵 ofℬ at most one
morphism from 𝐴 to 𝐵 in ℬ. In other words, the category ℬ corresponds to
a preordered set 𝑃 . This preordered set 𝑃 is finite, sinceℬ is finite. It follows
from part (a) of this exercise (and our solution to it) thatℬ is equivalent to an
ordered set 𝑄 that is again finite. The ordered set 𝑄 admits finite products, be-
causeℬ admits finite products. Since 𝑄 is finite, this means that 𝑄 admits all
small products. As seen somewhere throughout the book, this means that 𝑄
admits all small limits. In other words, 𝑄 is complete.

Exercise 6.3.24
(a)

We consider for every natural number 𝑛 the set 𝑊𝑛 ≔ (𝐴 × {1, −1})𝑛, and the
evaluation map

𝑒𝑛 ∶ 𝑊𝑛 ⟶ 𝐺 , ((𝑎1, 𝜀1), … , (𝑎𝑛, 𝜀𝑛)) ⟼ 𝑎𝜀11 ⋯𝑎𝜀𝑛𝑛 .
For the set 𝑊 ≔ ∑𝑛∈ℕ 𝑊𝑛, the maps 𝑒𝑛assemble into a single map

𝑒 ∶ 𝑊 ⟶ 𝐺 .
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The subgroup 𝐻 of 𝐺 generated by 𝐴 is precisely the image of the map 𝑒. We
therefore find that

|𝐻 | ≤ |𝑊 | .
We show in the following that |𝑊 | ≤ max {|ℕ|, |𝐴|}. For this, we distinguish
between two cases.

• Suppose that the set 𝐴 is finite. It then follows that each set 𝑊𝑛 is again
finite. The set𝑊 = ∑𝑛∈ℕ 𝑊𝑛 is therefore countable (either finite or infinite),
so that |𝑊 | = |ℕ|.

• Suppose that the set 𝐴 is infinite. It then holds that

|𝐴 × {1, −1}| = |𝐴| ⋅ |{1, −1}| = |𝐴| ⋅ 2 = |𝐴| + |𝐴| = |𝐴| ,

and it follows that |𝑊𝑛| = |𝐴|𝑛 = |𝐴|. It further follows that

|𝑊 | = ∑
𝑛∈ℕ

|𝑊𝑛| = ∑
𝑛∈ℕ

|𝐴| = |𝐴| .

(b)

For every set 𝑇 let 𝐺(𝑇 ) be the set of group structures 𝑇 . This collection is
indeed a set, since it is a subset of 𝐒𝐞𝐭(𝑇 × 𝑇 , 𝑇 ).

Let 𝒢 be the class of groups who are of cardinality at most |𝑆|. Every sub-
set 𝑇 of 𝑆 and every element of 𝐺(𝑇 ) results in a group whose underlying set
is 𝑇 . We have in this way a map

∑
𝑇∈𝒫 (𝑆)

𝐺(𝑇 ) ⟶ 𝒢 ,

which further descends to a map

∑
𝑇∈𝒫 (𝑆)

𝐺(𝑇 ) ⟶ 𝒢/≅ .

Every group contained in 𝒢 is isomorphic to a group whose underlying set
is a subset of 𝑆, whence this second map is surjective. The left-hand side is a
set, so it follows that the right-hand side is also one.
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(c)

Let (𝐺, 𝑔) be an object on 𝐴 ⇒ 𝑈 . This means that 𝐺 is a group and 𝑔 is
a set-theoretic map from 𝐴 to 𝑈 (𝐺). Let 𝐻 be the subgroup of 𝐺 generated
by the image of 𝑔, i.e., the subgroup of 𝐺 generated by the family (𝑔(𝑎))𝑎∈𝐴.
The map 𝑔 restricts to a set-theoretic map ℎ from 𝐴 to 𝑈 (𝐻), resulting in the
object (𝐻 , ℎ) of 𝐴 ⇒ 𝐺. The inclusion map 𝑖 from 𝐻 to 𝐺 is a homomorphism
of groups that makes the diagram

𝑈 (𝐻) 𝑈 (𝐺)

𝐴

𝑈 (𝑖)

ℎ 𝑔

commute. In other words, 𝑖 is a morphism from (𝐻 , ℎ) to (𝐺, 𝑔) in 𝐴 ⇒ 𝑈 .
Let 𝐒″ be the class of objects (𝐻 , ℎ) of 𝐴 ⇒ 𝐺 for which the group 𝐻 is

generated by the image of ℎ. We have seen above that the class 𝐒″ is weakly
initial in 𝐴 ⇒ 𝑈 .

We find from part (a) of this exercise that for every object (𝐻 , ℎ) of 𝐒″, the
cardinality of the group 𝐻 is at most max {|ℕ|, |𝐴|}.

Let 𝑆 be a set of cardinalitymax {|ℕ|, |𝐴|}, and let 𝐒′ be the class of all those
objects (𝐺, 𝑔) of𝐴 ⇒ 𝑈 for which the group 𝐺 has at most cardinality |𝑆|. The
class 𝐒′ contains the class 𝐒″, and is therefore again weakly initial in 𝐴 ⇒ 𝑈 .

Let 𝐒 be the set of all those objects (𝐺, 𝑔) of𝐴 ⇒ 𝑈 for which the underlying
set of the group 𝐺 is a subset of 𝑆. Every object of the class 𝐒′ is isomorphic
to some object of the class 𝐒.7 The set 𝐒 is therefore again weakly initial
in 𝐴 ⇒ 𝑈 .

(d)

The category𝐆𝐫𝐩 is locally small. We know from part (c) of this exercise that
for every set 𝐴, the comma category 𝐴 ⇒ 𝐺 admits a weakly initial set. We

7We use here a similar argument as in part (b). Instead, we could directly use part (b) as
follows:

By part (b), the collection of isomorphism classes of objects of 𝐒′ is small.
We can therefore choose 𝐒 as a set of representatives for the isomorphism
classes of objects of 𝐒′.

We haven’t chosen this approach, so that we can avoid choosing representatives.
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know that the category 𝐒𝐞𝐭 is complete, and we know from Exercise 5.3.11,
part (a) that the functor 𝑈 creates limits. It follows that 𝐆𝐫𝐩 is complete and
that 𝑈 preserves limits.

It follows from the general adjoint functor theorem that the functor 𝑈 ad-
mits a left adjoint.

Exercise 6.3.25
We abbreviate [𝐀op, 𝐒𝐞𝐭] as 𝐀̂, and denote the Yoneda embedding from 𝐀 to 𝐀̂
byよ.

The Yoneda embedding preserves products

Weknow fromCorollary 6.2.11 that the Yoneda embeddingよ preserves limits,
and therefore in particular products.

What it means to preserve exponentials

The book doesn’t define what it means to preserve exponentials, so let us
rectify this.

Suppose that we have two cartesian closed categories 𝒜 and ℬ and a
functor 𝐹 from 𝒜 to ℬ. For 𝐹 to preserve exponentials, we surely need
that 𝐹(𝐶𝐵) ≅ 𝐹(𝐶)𝐹(𝐵) for any two objects 𝐵 and 𝐶 of 𝒜 .

However, this won’t be enough: constructions in category theory typically
come with structure morphisms, and for a functor to preserve a certain kind
of construction, we alsowant it to play nicelywith these structuremorphisms.
(Recall, for example, what it means for 𝐹 to preserve binary products: it is not
only enough that 𝐹(𝐴 × 𝐵) ≅ 𝐹(𝐴) × 𝐹(𝐵) for any two objects 𝐴 and 𝐵, even
if these isomorphisms are natural in 𝐴 and 𝐵.8 More strictly than that, we
require the functor 𝐹 to turn the canonical projects 𝐵 × 𝐶 → 𝐵 and 𝐵 × 𝐶 → 𝐶
into the canonical projections 𝐹(𝐵) × 𝐹(𝐶) → 𝐹(𝐵) and 𝐹(𝐵) × 𝐹(𝐶) → 𝐹(𝐶).)

8To see this, let us consider the functor 𝐹 ≔ (−) × ℕ from 𝐒𝐞𝐭 to 𝐒𝐞𝐭. This functor
satisfies 𝐹(𝐵 × 𝐶) ≅ 𝐹(𝐵) × 𝐹(𝐶) for any two sets 𝐵 and 𝐶 because ℕ × ℕ ≅ ℕ
as sets. By fixing one such bijection ℕ × ℕ → ℕ, we even get a natural isomor-
phism 𝐹(−) × 𝐹(−) ≅ 𝐹((−) × (−)). But the functor 𝐹 does not preserve products,
since for any two non-empty sets 𝐵 and 𝐶 with canonical projections 𝑝∶ 𝐵 × 𝐶 → 𝐵
and 𝑞 ∶ 𝐵 × 𝐶 → 𝐶 , the induced map ⟨𝑝 × 1ℕ, 𝑞 × 1ℕ⟩∶ 𝐵 × 𝐶 × ℕ → (𝐵 × ℕ) × (𝐶 × ℕ) is
not an isomorphism.
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So to say what it means for 𝐹 to preserve exponentials, we need to under-
stand how the structure morphisms for exponentials look like.

In the book, the exponential 𝐶𝐵 has been defined as the value of (−)𝐵 at 𝐶 ,
where (−)𝐵 is a right-adjoint of (−) × 𝐵. Part of the data of the adjoint (−)𝐵 is
a natural isomorphism

𝛼 ∶ 𝒜((−) × 𝐵, −) ⟶ 𝒜(−, (−)𝐵) .

Part of the natural isomorphism 𝛼 is a natural isomorphism

𝛼(−),𝐶 ∶ 𝒜((−) × 𝐵, 𝐶) ⟶ 𝒜(−, 𝐶𝐵) ,

for every object 𝐶 of 𝒜 , as explained in Exercise 1.3.29. The natural isomor-
phism 𝛼(−),𝐶) needs to be understood as being part of data of the exponen-
tial 𝐶𝐵.

In other words, the exponential 𝐶𝐵 comes with a canonical natural isomor-
phism 𝒜((−) × 𝐵, 𝐶) ⇒ 𝒜(−, 𝐶𝐵). This natural isomorphism can also be
characterized in terms of its universal element, as explained in Section 3.1.
This universal element is an element ev of 𝒜(𝐶𝐵 × 𝐵, 𝐶) such that for every
object 𝐴 of 𝒜 and every element 𝑓 of 𝒜(𝐴 × 𝐵, 𝐶), there exists a unique mor-
phism 𝑓 ′∶ 𝐴 → 𝐶𝐵 such that (𝑓 ′ × 1𝐵)∗(ev) = 𝑓 . In other words: for every
object 𝐴 of 𝒜 and every morphism of the form 𝑓 ∶ 𝐴 × 𝐵 → 𝐶 there exists a
unique morphism of the form 𝑓 ′∶ 𝐴 → 𝐶𝐵 such that the following diagram
commutes:

𝐴 × 𝐵

𝐶𝐵 × 𝐵 𝐶

𝑓𝑓 ′×1𝐵

ev

We call this morphism ev the canonical evaluation morphism. This is the
structure morphism belonging to the exponential 𝐶𝐵.

We can now say what it means for 𝐹 to preserve exponentials. Suppose
that 𝐹 already preserves binary products. For every two objects 𝐵 and 𝐶
of 𝒜 let 𝐶𝐵 be the exponential from 𝐵 to 𝐶 with canonical evaluation mor-
phism ev𝐵,𝐶 ∶ 𝐶𝐵 × 𝐵 → 𝐶 . In ℬ, we have the induced morphism

ev′𝐹(𝐵),𝐹 (𝐶)∶ 𝐹(𝐶𝐵) × 𝐹(𝐵) ⟶ 𝐹(𝐶𝐵 × 𝐵) 𝐹(ev𝐵,𝐶 )−−−−−−−−→ 𝐹(𝐶) .
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(The morphism 𝐹(𝐶𝐵) × 𝐹(𝐵) → 𝐹(𝐶𝐵 × 𝐵) is the isomorphism that comes
from the fact that 𝐹 preserves products.) We say that the functor 𝐹 preserves
exponentials if for any two objects 𝐵 and 𝐶 of 𝒜 the object 𝐹(𝐶𝐵) together
with the induced morphism ev′𝐹(𝐵),𝐹 (𝐶) is an exponential from 𝐹(𝐵) to 𝐹(𝐶).

Exponentials in presheaf categories

Let us revisit the construction of exponential objects in [𝐀op, 𝐒𝐞𝐭] in a way
that emphasizes the canonical evaluation morphisms. By a “presheaf” we
will always mean a presheaf on 𝐀.

Given two presheaves 𝑌 and 𝑍 , we once again define the presheaf 𝑍 𝑌 as

𝑍 𝑌 ≔ 𝐀̂(よ(−) × 𝑌 , 𝑍) .
For every morphism

𝑓 ∶ 𝐵 ⟶ 𝐴
in 𝐀, the result of applying 𝑍 𝑌 to 𝑓 is consequently the map

𝑍 𝑌 (𝑓 )∶ 𝐀̂(よ(𝐴) × 𝑌 , 𝑍) ⟶ 𝐀̂(よ(𝐵) × 𝑌 , 𝑍)
given on elements by

𝑍 𝑌 (𝑓 )(𝜃) = (よ(𝑓 ) × 1𝑌 )∗(𝜃) = 𝜃 ∘ (よ(𝑓 ) × 1𝑌 )
for every 𝜃 ∈ 𝐀̂(よ(𝐴) × 𝑌 , 𝑍). The function value 𝑍 𝑌 (𝑓 )(𝜃) is a natural trans-
formation fromよ(𝐵) × 𝑌 to 𝑍 , whose components are given by the maps

𝑍 𝑌 (𝑓 )(𝜃)𝐶 ∶ 𝐀(𝐶, 𝐵) × 𝑌 (𝐶) ⟶ 𝑍(𝐶) ,
with

𝑍 𝑌 (𝑓 )(𝜃)𝐶(ℎ, 𝑦) = (𝜃 ∘ (よ(𝑓 ) × 1𝑌 ))𝐶(ℎ, 𝑦)
= (𝜃𝐶 ∘ (よ(𝑓 ) × 1𝑌 )𝐶)(ℎ, 𝑦)
= (𝜃𝐶 ∘ (𝑓∗ × 1𝑌 (𝐶)))(ℎ, 𝑦)
= 𝜃𝐶((𝑓∗ × 1𝑌 (𝐶))(ℎ, 𝑦))
= 𝜃𝐶(𝑓 ∘ ℎ, 𝑦)

(6.15)

for every object 𝐶 of 𝐀 and every element (ℎ, 𝑦) of 𝐀(𝐶, 𝐵) × 𝑌 (𝐶).
To make the presheaf 𝑍 𝑌 into an exponential from 𝑌 to 𝑍 , we need to con-

struct an evaluation natural transformation

𝜀 ∶ 𝑍 𝑌 × 𝑌 ⟹ 𝑍 .
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For every object 𝐴 of 𝐀 we define the component 𝜀𝐴 as

𝜀𝐴∶ 𝑍 𝑌 (𝐴) × 𝑌 (𝐴) ⟶ 𝑍(𝐴) , (𝜃, 𝑦) ⟼ 𝜃𝐴(1𝐴, 𝑦) .

To check the naturality of the transformation 𝜀, we consider an arbitrary mor-
phism

𝑓 ∶ 𝐵 ⟶ 𝐴
in 𝐀. The resulting diagram

𝑍 𝑌 (𝐴) × 𝑌 (𝐴) 𝑍 𝑌 (𝐵) × 𝑌 (𝐵)

𝑍(𝐴) 𝑍(𝐵)

𝑍 𝑌 (𝑓 )×𝑌 (𝑓 )

𝜀𝐴 𝜀𝐵

𝑍(𝑓 )

commutes because for every element (𝜃, 𝑦) of the top-left corner, we have

𝜀𝐵((𝑍 𝑌 (𝑓 ) × 𝑌 (𝑓 ))(𝜃, 𝑦)) = 𝜀𝐵(𝑍 𝑌 (𝑓 )(𝜃), 𝑌 (𝑓 )(𝑦))
= 𝑍 𝑌 (𝑓 )(𝜃)𝐵(1𝐵, 𝑌 (𝑓 )(𝑦))
= 𝜃𝐵(𝑓 ∘ 1𝐵, 𝑌 (𝑓 )(𝑦))
= 𝜃𝐵(𝑓 , 𝑌 (𝑓 )(𝑦)) ,

as well as
𝑍(𝑓 )(𝜀𝐴(𝜃, 𝑦)) = 𝑍(𝑓 )(𝜃𝐴(1𝐴, 𝑦))

= 𝜃𝐵((よ(𝐴) × 𝑌 )(𝑓 )(1𝐴, 𝑦))
= 𝜃𝐵((よ(𝐴)(𝑓 ) × 𝑌 (𝑓 ))(1𝐴, 𝑦))
= 𝜃𝐵((𝑓 ∗ × 𝑌 (𝑓 ))(1𝐴, 𝑦))
= 𝜃𝐵(𝑓 , 𝑌 (𝑓 )(𝑦))

because 𝜃 is a natural transformation fromよ(𝐴) × 𝑌 to 𝑍 .
We now need to show that for every presheaf 𝑋 on 𝐀 and every natural

transformation
𝛽 ∶ 𝑋 × 𝑌 ⟹ 𝑍

there exists a unique natural transformation

𝛼 ∶ 𝑋 ⟹ 𝑍 𝑌
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that makes the diagram

𝑋 × 𝑌

𝑍 𝑌 × 𝑌 𝑍

𝛽𝛼×1𝑌

𝜀

(6.16)

commute.
Let us start by showing the uniqueness of 𝛼 . The commutativity of the

diagram (6.16) means that for every object 𝐴 of 𝐀 the diagram

𝑋(𝐴) × 𝑌 (𝐴)

𝑍 𝑌 (𝐴) × 𝑌 (𝐴) 𝑍(𝐴)

𝛽𝐴𝛼𝐴×1𝑌 (𝐴)

𝜀𝐴

commutes. In terms of elements, this is equivalent to saying that

𝛽𝐴(𝑥, 𝑦) = 𝜀𝐴((𝛼𝐴 × 1𝑌 (𝐴))(𝑥, 𝑦)) = 𝜀𝐴(𝛼𝐴(𝑥), 𝑦) = 𝛼𝐴(𝑥)𝐴(1𝐴, 𝑦) (6.17)

for every object 𝐴 of 𝐀 and all elements 𝑥 ∈ 𝑋(𝐴), 𝑦 ∈ 𝑌 (𝐴).
We want to determine the natural transformation 𝛼 ∶ 𝑋 ⇒ 𝑍 𝑌 in question,

whichmeans that we need to determine for every object𝐴 of𝐀 its component

𝛼𝐴∶ 𝑋(𝐴) ⟶ 𝑍 𝑌 (𝐴) = 𝐀̂(よ(𝐴) × 𝑌 , 𝑍) .
This means that we need to determine for every element 𝑥 of 𝑋(𝐴) the el-
ement 𝛼𝐴(𝑥) of 𝐀̂(よ(𝐴) × 𝑌 , 𝑍). This element is itself again a natural trans-
formation, now fromよ(𝐴) × 𝑌 to 𝑍 . We hence need to determine for every
object 𝐵 of 𝐀 the component

𝛼𝐴(𝑥)𝐵 ∶ 𝐀(𝐵, 𝐴) × 𝑌 (𝐵) ⟶ 𝑍(𝐵) .
For this, we need to determine the value 𝛼𝐴(𝑥)𝐵(𝑓 , 𝑦) for every element (𝑓 , 𝑦)
of 𝐀(𝐵, 𝐴) × 𝑌 (𝐵). The element 𝑓 of 𝐀(𝐵, 𝐴) is a morphism from 𝐵 to 𝐴 in 𝐀,
and therefore gives us the following commutative diagram:

𝑋(𝐴) 𝑋(𝐵)

𝑍 𝑌 (𝐴) 𝑍 𝑌 (𝐵)

𝑋(𝑓 )

𝛼𝐴 𝛼𝐵

𝑍 𝑌 (𝑓 )
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We find from the commutativity of this diagram that

𝛼𝐴(𝑥)𝐵(𝑓 , 𝑦) = 𝛼𝐴(𝑥)𝐵(𝑓 ∘ 1𝐵, 𝑦)
= 𝑍 𝑌 (𝑓 )(𝛼𝐴(𝑥))𝐵(1𝐵, 𝑦) (6.18)
= 𝛼𝐵(𝑋(𝑓 )(𝑥))𝐵(1𝐵, 𝑦) (6.19)
= 𝛽𝐵(𝑋(𝑓 )(𝑥), 𝑦) ,

where equality (6.18) follows from the description of 𝑍 𝑌 (𝑓 ) from (6.15), and
equality (6.19) follows from the property of 𝛼 from (6.17). We have thus
shown the uniqueness of 𝛼 .

Let us now show the existence of the natural transformation 𝛼 . We set

𝛼𝐴(𝑥)𝐵(𝑓 , 𝑦) ≔ 𝛽𝐵(𝑋(𝑓 )(𝑥), 𝑦) (6.20)

for every two objects 𝐴 and 𝐵 of 𝐀 and all 𝑥 ∈ 𝑋(𝐴), (𝑓 , 𝑦) ∈ 𝐀(𝐵, 𝐴) × 𝑌 (𝐵).
This gives us a well-defined map

𝛼𝐴(𝑥)𝐵 ∶ 𝐀(𝐵, 𝐴) × 𝑌 (𝐵) ⟶ 𝑍(𝐵)
for every two objects 𝐴 and 𝐵 of 𝐀 and every 𝑥 ∈ 𝑋(𝐴).

Let us show that the resulting transformation 𝛼𝐴(𝑥) fromよ(𝐴) × 𝑌 to 𝑍
is natural for every object 𝐴 of 𝐀 and every 𝑥 ∈ 𝑋(𝐴). For this, we need to
show that for every morphism 𝑔 ∶ 𝐶 → 𝐵 in 𝐀 the diagram

𝐀(𝐵, 𝐴) × 𝑌 (𝐵) 𝐀(𝐶, 𝐴) × 𝑌 (𝐶)

𝑍(𝐵) 𝑍(𝐶)

𝑔∗×𝑌 (𝑔)

𝛼𝐴(𝑥)𝐵 𝛼𝐴(𝑥)𝐶

𝑍(𝑔)

commutes. This holds because

𝛼𝐴(𝑥)𝐶((𝑔∗ × 𝑌 (𝑔))(𝑓 , 𝑦)) = 𝛼𝐴(𝑥)𝐶(𝑓 ∘ 𝑔, 𝑌 (𝑔)(𝑦))
= 𝛽𝐶(𝑋(𝑓 ∘ 𝑔)(𝑥), 𝑌 (𝑔)(𝑦))
= 𝛽𝐶(𝑋(𝑔)(𝑋(𝑓 )(𝑥)), 𝑌 (𝑔)(𝑦))
= 𝛽𝐶((𝑋(𝑔) × 𝑌 (𝑔))(𝑋(𝑓 )(𝑥), 𝑦))
= 𝛽𝐶((𝑋 × 𝑌 )(𝑔)(𝑋(𝑓 )(𝑥), 𝑦))
= 𝑍(𝑔)(𝛽𝐵(𝑋(𝑓 )(𝑥), 𝑦))
= 𝑍(𝑔)(𝛼𝐴(𝑥)𝐵(𝑓 , 𝑦))
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for every element (𝑓 , 𝑦) of the top-left corner of this diagram.
We have thus constructed a well-defined map

𝛼𝐴∶ 𝑋(𝐴) ⟶ 𝐀̂(よ(𝐴) × 𝑌 , 𝑍) = 𝑍 𝑌 (𝐴)

for every object 𝐴 of 𝐀. Let us show that the resulting transformation 𝛼
from 𝑋 to 𝑍 𝑌 is natural. For this, we need to check that for every mor-
phism 𝑔 ∶ 𝐵 → 𝐴 in 𝐀 the following diagram commutes:

𝑋(𝐴) 𝑋(𝐵)

𝑍 𝑌 (𝐴) 𝑍 𝑌 (𝐵)

𝑋(𝑔)

𝛼𝐴 𝛼𝐵

𝑍 𝑌 (𝑔)

We hence need to show that

𝛼𝐵(𝑋(𝑔)(𝑥))𝐶(𝑓 , 𝑦) = 𝑍 𝑌 (𝑔)(𝛼𝐴(𝑥))𝐶(𝑓 , 𝑦)

for every 𝑥 ∈ 𝑋(𝐴), every object 𝐶 of 𝐀 and every (𝑓 , 𝑦) ∈ 𝐀(𝐶, 𝐵) × 𝑌 (𝐶).
This equality holds because

𝛼𝐵(𝑋(𝑔)(𝑥))𝐶(𝑓 , 𝑦) = 𝛽𝐶(𝑋(𝑓 )(𝑋(𝑔)(𝑥)), 𝑦)
= 𝛽𝐶(𝑋(𝑔 ∘ 𝑓 )(𝑥), 𝑦)
= 𝛼𝐴(𝑥)𝐶(𝑔 ∘ 𝑓 , 𝑦)
= 𝑍 𝑌 (𝑔)(𝛼𝐴(𝑥))𝐶(𝑓 , 𝑦) .

We have thus shown that 𝛼 is natural.
It remains to show that the constructed natural transformation 𝛼 makes

the diagram (6.16) commute. We have already seen in (6.17) that the commu-
tativity of (6.16) is equivalent to the equations

𝛽𝐴(𝑥, 𝑦) = 𝛼𝐴(𝑥)𝐴(1𝐴, 𝑦)

for every object 𝐴 of 𝐀 and all 𝑥 ∈ 𝑋(𝐴), 𝑦 ∈ 𝑌 (𝐴). The natural transforma-
tion 𝛼 satisfies these equations because

𝛼𝐴(𝑥)𝐴(1𝐴, 𝑦) = 𝛽𝐴(𝑋(1𝐴)(𝑥), 𝑦) = 𝛽𝐴(1𝑋(𝐴)(𝑥), 𝑦) = 𝛽𝐴(𝑥, 𝑦) .
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The Yoneda embedding preserves exponentials

Let us now show that the Yoneda embedding preserves exponentials. Let 𝐵
and 𝐶 be two objects of𝐀with exponential 𝐶𝐵 and evaluation homomorphism

ev∶ 𝐶𝐵 × 𝐵 ⟶ 𝐶 .

We need to show that the object よ(𝐶𝐵) together with the induced natural
transformation

ev′∶ よ(𝐶𝐵) ×よ(𝐵) ⟶よ(𝐶𝐵 × 𝐵) ev∗−−−−→よ(𝐶)

as an exponential fromよ(𝐵) toよ(𝐶). We note that the components of ev′
are given by

ev′𝐷 ∶ 𝐀(𝐷, 𝐶𝐵) × 𝐀(𝐷, 𝐵) ⟶ 𝐀(𝐷, 𝐶) , (𝑓 , 𝑔) ⟼ ev ∘ ⟨𝑓 , 𝑔⟩

for every object 𝐷 of 𝐀.
We consider the exponentialよ(𝐶)よ(𝐵) and its evaluation natural transfor-

mation
𝜀 ∶ よ(𝐶)よ(𝐵) ×よ(𝐵) ⟹よ(𝐶) .

There exists a unique natural transformation

𝛼 ∶ よ(𝐶𝐵) ⟹よ(𝐵)よ(𝐶)

that makes the diagram

よ(𝐶𝐵) ×よ(𝐶)

よ(𝐶)よ(𝐵) ×よ(𝐶) よ(𝐵)

ev′𝛼×1よ(𝐶)

𝜀

commute. We show in the following that this natural transformation 𝛼 is
already an isomorphism. Since よ(𝐶)よ(𝐵) together with 𝜀 is an exponential
fromよ(𝐵) toよ(𝐶), this then shows thatよ(𝐶𝐵) together with ev′ is also an
exponential fromよ(𝐵) toよ(𝐶). To show that 𝛼 is an isomorphism, we will
show that it is an isomorphism in each component.
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We can already see that the presheavesよ(𝐶)よ(𝐵) andよ(𝐶𝐵) are isomorphic
in each component (in some way) because

よ(𝐶𝐵)(𝐴) = 𝐀(𝐴, 𝐶𝐵)
≅ 𝐀(𝐴 × 𝐵, 𝐶)
≅ 𝐀̂(よ(𝐴 × 𝐵),よ(𝐶))
≅ 𝐀̂(よ(𝐴) ×よ(𝐵),よ(𝐶))
=よ(𝐶)よ(𝐵)(𝐴)

for every object 𝐴 of 𝐀. Let us denote this isomorphism from よ(𝐶𝐵)(𝐴)
toよ(𝐶)よ(𝐵)(𝐴) by 𝜑𝐴. We can derive an explicit formula for 𝜑𝐴 as follows:

• Let 𝑓 be an element ofよ(𝐶𝐵)(𝐴) = 𝒜(𝐴, 𝐶𝐵).
• The resulting element 𝑓 ′ of 𝐀(𝐴 × 𝐵, 𝐶) is given by 𝑓 ′ = ev ∘ (𝑓 × 1𝐵).
• The resulting element 𝛾 of 𝐀̂(よ(𝐴×𝐵),よ(𝐶)) is a natural transformation
fromよ(𝐴 × 𝐵) toよ(𝐶), which is given in components by

𝛾𝐷 ∶ 𝐀(𝐷, 𝐴 × 𝐵) ⟶ 𝐀(𝐷, 𝐶) , 𝑔 ⟼ 𝑓 ′ ∘ 𝑔
for every object 𝐷 of 𝐀. In other words,

𝛾𝐷(𝑔) = ev ∘ (𝑓 × 1𝐵) ∘ 𝑔 .
• The resulting element 𝛾 ′ of 𝐀̂(よ(𝐴) ×よ(𝐵),よ(𝐶) =よ(𝐶)よ(𝐵)(𝐴) is a nat-
ural transformation fromよ(𝐴) ×よ(𝐵) toよ(𝐶), which is given in compo-
nents by

𝛾 ′𝐷 ∶ 𝐀(𝐷, 𝐴) × 𝐀(𝐷, 𝐵) ⟶ 𝐀(𝐷, 𝐶) , (𝑔, ℎ) ⟼ 𝛾𝐷(⟨𝑔, ℎ⟩)
for every object 𝐷 of 𝐀. In other words,

𝛾 ′𝐷(𝑔, ℎ) = ev ∘ (𝑓 × 1𝐵) ∘ ⟨𝑔, ℎ⟩ = ev ∘ ⟨𝑓 ∘ 𝑔, ℎ⟩ .
We see altogether that the isomorphism 𝜑𝐴 is given by

𝜑𝐴(𝑓 )𝐷(𝑔, ℎ) = ev ∘ ⟨𝑓 ∘ 𝑔, ℎ⟩
for every object 𝐷 of 𝐀.
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We have previously seen an explicit formula for 𝛼 in (6.20). Adapting this
general formula to our special case, we see that for every object 𝐴 of 𝐀, the
component 𝛼𝐴 is given by

𝛼𝐴(𝑓 )𝐷(𝑔, ℎ) = ev′𝐷(よ(𝐶𝐵)(𝑔)(𝑓 ), ℎ) = ev′𝐷(𝑓 ∘ 𝑔, ℎ) = ev ∘ ⟨𝑓 ∘ 𝑔, ℎ⟩ .
We hence see that the component 𝛼𝐴 is precisely the isomorphism 𝜑𝐴, which
entails that 𝛼𝐴 is an isomorphism.

Exercise 6.3.26
The construction of subobjects fromExercise 5.1.40 allows us to generalize the
notion of “subsets” to arbitrary categories. One important operation that we
can do with subsets is taking preimages: given two sets𝐴′ and𝐴 and a map 𝑓
from 𝐴′ to 𝐴, we can form for every subset 𝑆 of 𝐴 its preimage 𝑓 −1(𝑆), which
is a subset of 𝐴′. The following proposition allows us to express preimages
in the language of category theory.

Proposition 6.G. Let 𝐴 be set, let 𝑆 be a subset of 𝐴 and let 𝑖 be the inclusion
map from 𝑆 to 𝐴. Let 𝐴′ be another set and let 𝑓 a map from 𝐴′ to 𝐴. Let 𝑖′
the inclusion map from 𝑓 −1(𝑆) to 𝐴′ and let 𝑓 ′ the restriction of 𝑓 to a map
from 𝑓 −1(𝑆) to 𝑆. The following diagram is a pullback diagram:

𝑓 −1(𝑆) 𝑆

𝐴′ 𝐴

𝑓 ′

𝑖′ 𝑖

𝑓

In the following, we will use this reformulation of preimages via pullbacks
to generalize preimages to arbitrary categories.

(a)

We can form for every object (𝑋 , 𝑚) of 𝐌𝐨𝐧𝐢𝐜(𝐴) the pullback diagram

𝑋 ′ 𝑋

𝐴′ 𝐴
𝑚′ 𝑚

𝑓

(6.21)
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We know from Exercise 5.1.42 that the morphism 𝑚′ is again a monomor-
phism, whence we have constructed an object (𝑋 ′, 𝑚′) of 𝐌𝐨𝐧𝐢𝐜(𝐴′). By
choosing for every object (𝑋 , 𝑚) of 𝐌𝐨𝐧𝐢𝐜(𝐴) a pullback as above, we have
thus constructed a map

𝐌𝐨𝐧𝐢𝐜(𝑓 )∶ Ob(𝐌𝐨𝐧𝐢𝐜(𝐴)) ⟶ Ob(𝐌𝐨𝐧𝐢𝐜(𝐴′)) .
We show in the following that the map 𝐌𝐨𝐧𝐢𝐜(𝑓 ) descends to a map

Sub(𝑓 )∶ Sub(𝐴) ⟶ Sub(𝐴′) .
This then shown that we can pull back subobjects of𝐴 to subobjects of𝐴′ via
pullbacks.

To show that the map 𝐌𝐨𝐧𝐢𝐜(𝑓 ) descends to a map Sub(𝑓 ) as desired, we
need to show that isomorphic objects of𝐌𝐨𝐧𝐢𝐜(𝐴) lead to isomorphic objects
in 𝐌𝐨𝐧𝐢𝐜(𝐴′). We will show more conceptually that 𝐌𝐨𝐧𝐢𝐜(𝑓 ) extends to a
functor from 𝐌𝐨𝐧𝐢𝐜(𝐴) to 𝐌𝐨𝐧𝐢𝐜(𝐴′).

To construct the action of 𝐌𝐨𝐧𝐢𝐜 on morphisms, let

ℎ∶ (𝑋 , 𝑚) ⟶ (𝑌 , 𝑛)
be a morphism in𝐌𝐨𝐧𝐢𝐜(𝐴). This means that we have the following commu-
tative diagram:

𝑋 𝑌

𝐴

𝑔

𝑚 𝑛

Let (𝑋 ′, 𝑚′) and (𝑌 ′, 𝑛′) be the images of (𝑋 , 𝑚) and (𝑌 , 𝑛) under 𝐌𝐨𝐧𝐢𝐜(𝑓 ).
There exists a unique morphism from 𝑋 ′ to 𝑌 ′ that makes the following dia-
gram commute:

𝑋 ′ 𝑋

𝑌 ′ 𝑌

𝐴′ 𝐴

𝑚′

𝑚
𝑔

𝑛′ 𝑛
𝑓
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We denote this induced morphism from 𝑋 ′ to 𝑌 ′ by 𝐌𝐨𝐧𝐢𝐜(𝑓 )(ℎ), which is
a morphism from (𝑋 ′, 𝑚′) to (𝑌 ′, 𝑛′). This morphism is thus unique with
making the following two-dimensional diagram commute:

𝐴′ 𝑋 ′ 𝑋

𝐴′ 𝑌 ′ 𝑌

𝑚′

𝐌𝐨𝐧𝐢𝐜(𝑓 )(ℎ) ℎ

𝑛′

Let us show that the assignment 𝐌𝐨𝐧𝐢𝐜(𝑓 ) from 𝐌𝐨𝐧𝐢𝐜(𝐴) to 𝐌𝐨𝐧𝐢𝐜(𝐴′) is
functorial.

• Let (𝑋 , 𝑚) be an object of 𝐌𝐨𝐧𝐢𝐜(𝐴), and let (𝑋 ′, 𝑚′) be resulting object
of 𝐌𝐨𝐧𝐢𝐜(𝐴′). The diagram

𝐴′ 𝑋 ′ 𝑋

𝐴′ 𝑋 ′ 𝑋

𝑚′

1𝑋′ 1𝑋

𝑛′

commutes, whence the morphism 1𝑋 ′ = 1(𝑋 ′,𝑚′) satisfies the defining rela-
tionship of the morphism 𝐌𝐨𝐧𝐢𝐜(𝑓 )(1(𝑋 ,𝑛)).

• Let (𝑋 , 𝑚), (𝑌 , 𝑛) and (𝑍 , 𝑝) be objects of𝐌𝐨𝐧𝐢𝐜(𝐴), and let (𝑋 ′, 𝑚′), (𝑌 ′, 𝑛′)
and (𝑍 ′, 𝑝′) be the resulting objects of 𝐌𝐨𝐧𝐢𝐜(𝐴′). Let

ℎ∶ (𝑋 , 𝑚) ⟶ (𝑌 , 𝑛) , 𝑘 ∶ (𝑌 , 𝑛) ⟶ (𝑍, 𝑝)
be two composable morphisms in 𝐌𝐨𝐧𝐢𝐜(𝐴). We have the following com-
mutative diagram:

𝐴′ 𝑋 ′ 𝑋

𝐴′ 𝑌 ′ 𝑌

𝐴′ 𝑍 ′ 𝑍

𝑚′

𝐌𝐨𝐧𝐢𝐜(𝑓 )(ℎ) ℎ

𝑛′

𝐌𝐨𝐧𝐢𝐜(𝑓 )(𝑘) 𝑘

𝑝′
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6.3 Interactions between adjoints functors and limits

By leaving out themiddle row of this diagram, we end upwith the following
commutative diagram:

𝐴′ 𝑋 ′ 𝑋

𝐴′ 𝑍 ′ 𝑍

𝑚′

𝐌𝐨𝐧𝐢𝐜(𝑓 )(𝑘)∘𝐌𝐨𝐧𝐢𝐜(𝑓 )(ℎ) 𝑘∘ℎ

𝑝′

The composite 𝐌𝐨𝐧𝐢𝐜(𝑓 )(𝑘) ∘ 𝐌𝐨𝐧𝐢𝐜(𝑓 )(ℎ) thus satisfies the defining prop-
erty of the morphism 𝐌𝐨𝐧𝐢𝐜(𝑓 )(𝑘 ∘ ℎ). These morphisms are therefore the
same.

We have altogether constructed a functor

𝐌𝐨𝐧𝐢𝐜(𝑓 )∶ 𝐌𝐨𝐧𝐢𝐜(𝐴) ⟶ 𝐌𝐨𝐧𝐢𝐜(𝐴′) .

This functor induces a map

Sub(𝑓 )∶ Sub(𝐴) ⟶ Sub(𝐴′)

as desired. This map Sub(𝑓 ) has the following explicit description: Given an
element [(𝑋 , 𝑚)] of Sub(𝐴), we form the pullback diagram (6.21). The image
of [(𝑋 , 𝑚)] under Sub(𝑓 ) is then the element [(𝑋 ′, 𝑚′)].
Remark 6.H. The functor 𝐌𝐨𝐧𝐢𝐜(𝑓 ) that we constructed above is somewhat
evil, since it relies on choosing pullbacks. However, pullbacks are unique up
to isomorphism. We can use this uniqueness up to isomorphism to show that
the functor 𝐌𝐨𝐧𝐢𝐜(𝑓 ) is again unique up to isomorphism. That is, different
choices of pullbacks result in isomorphic functors.

As a consequence, the induced functor Sub(𝑓 ) from Sub(𝐴) to Sub(𝐴′) does
not depend on our original choice of pullbacks.

(b)

The collection Sub(𝐴) is a set for every object𝐴 of𝒜 , since the category𝒜 is
assumed to be well-powered. We can therefore regard the construction Sub
as an assignment from 𝒜 to 𝐒𝐞𝐭 (both on objects and on morphisms). Let us
check that this assignment is contravariantly functorial.
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• Let 𝐴 be an object of 𝒜 and consider the identity morphism

1𝐴∶ 𝐴 ⟶ 𝐴 .
For every object (𝑋 , 𝑚) of 𝐌𝐨𝐧𝐢𝐜(𝐴), the diagram

𝑋 𝑋

𝐴 𝐴

1𝑋

𝑚 𝑚

𝑓

is a pullback diagram. Therefore,

Sub(1𝐴)([(𝑋 , 𝑚)]) = [(𝑋 , 𝑚)] .
This shows that Sub(1𝐴) = 1Sub(𝐴).

• Let
𝑓 ∶ 𝐴′ ⟶ 𝐴, 𝑓 ′∶ 𝐴″ ⟶ 𝐴′

be two composable morphisms in 𝒜 . Let (𝑋 , 𝑚) be an object of 𝐌𝐨𝐧𝐢𝐜(𝐴),
let (𝑋 ′, 𝑚′) be the image of (𝑋 , 𝑚) under 𝐌𝐨𝐧𝐢𝐜(𝑓 ), and let (𝑋″, 𝑚″) be
the image of (𝑋 ′, 𝑚′) under 𝐌𝐨𝐧𝐢𝐜(𝑓 ′). This means that in the following
commutative diagram, both squares are are pullback diagrams:

𝑋″ 𝑋 ′ 𝑋

𝐴″ 𝐴′ 𝐴
𝑚″ 𝑚′ 𝑚

𝑓 ′ 𝑓

By leaving out the middle column of this diagram, we get the following
commutative diagram:

𝑋″ 𝑋

𝐴″ 𝐴
𝑚″ 𝑚

𝑓 ∘𝑓 ′

It follows from Exercise 5.1.35 that this diagram is again a pullback diagram.
We hence find that

Sub(𝑓 ∘ 𝑓 ′)([(𝑋 , 𝑚)])) = [(𝑋″, 𝑚″)] .
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But we also have

[(𝑋″, 𝑚″)] = Sub(𝑓 ′)([(𝑋 ′, 𝑚′)]) = Sub(𝑓 ′)(Sub(𝑓 )([(𝑋 , 𝑚)])) .
We have therefore shown that Sub(𝑓 ∘ 𝑓 ′) = Sub(𝑓 ′) ∘ Sub(𝑓 ).

We have shown that Sub is a contravariant functor from 𝒜 to 𝐒𝐞𝐭.
Remark 6.I. We should actually be able to lift the identities

Sub(1𝐴) = 1Sub(𝐴) , Sub(𝑓 ∘ 𝑓 ′) = Sub(𝑓 ′) ∘ Sub(𝐴)
to isomorphisms

𝐌𝐨𝐧𝐢𝐜(1𝐴) ≅ 1𝐌𝐨𝐧𝐢𝐜(𝐴) , 𝐌𝐨𝐧𝐢𝐜(𝑓 ∘ 𝑓 ′) ≅ 𝐌𝐨𝐧𝐢𝐜(𝑓 ′) ∘ 𝐌𝐨𝐧𝐢𝐜(𝑓 ) .
But we cannot expect these isomorphisms to be equalities, since these action
of 𝐌𝐨𝐧𝐢𝐜 on morphisms is only unique up to isomorphism.

(c)

Subobjects in 𝐒𝐞𝐭 are the same as subsets. More precisely, we have for every
set 𝐴 a bijection

𝛼𝐴∶ 𝒫 (𝐴) ⟶ Sub(𝐴) , 𝑆 ⟼ [(𝑆, 𝑖𝑆)] ,
where for every subset 𝑆 of 𝐴 we denote the inclusion map from 𝑆 to 𝐴 as 𝑖𝑆 .
The existence of these bijections also shows that the category 𝐒𝐞𝐭 is well-
powered.

Let us check that the bijection 𝛼𝐴 is natural in 𝐴, so that 𝛼 is a natural
isomorphism from 𝒫 to Sub. We need to check that for every map

𝑓 ∶ 𝐴′ ⟶ 𝐴
the following diagram commutes:

𝒫 (𝐴) Sub(𝐴)

𝒫 (𝐴′) Sub(𝐴′)

𝛼𝐴

𝒫 (𝑓 ) Sub(𝑓 )

𝛼𝐴′
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In view of our explicit description of Sub(𝑓 ) via pullbacks, this commutativity
follows from Proposition 6.G (page 224).

Let now Ω be the set {0, 1}. Given a subset 𝑆 of a set 𝐴, we can consider the
characteristic function of 𝑆 on 𝐴. This is the map

𝜒𝐴,𝑆 ∶ 𝐴 ⟶ Ω , 𝑎 ⟼ {1 if 𝑎 ∈ 𝑆,
0 otherwise.

The resulting map

𝜒𝐴∶ 𝒫 (𝐴) ⟶ 𝐒𝐞𝐭(𝐴, Ω) , 𝑆 ⟼ 𝜒𝐴,𝑆
is bijective for every set 𝐴. It is also natural in 𝐴. To see this, we need to
convince ourselves that for every map

𝑓 ∶ 𝐴′ ⟶ 𝐴
between sets, the following diagram commutes:

𝒫 (𝐴) 𝐒𝐞𝐭(𝐴, Ω)

𝒫 (𝐴′) 𝐒𝐞𝐭(𝐴′, Ω)

𝜒𝐴

𝒫 (𝑓 ) 𝑓 ∗

𝜒𝐴′

This diagram commutes because we have for every subset 𝑆 of 𝐴 and every
element 𝑎′ of 𝐴′ the equalities

𝑓 ∗(𝜒𝐴(𝑆))(𝑎′) = 𝑓 ∗(𝜒𝐴,𝑆)(𝑎′) = (𝜒𝐴,𝑆 ∘ 𝑓 )(𝑎′) = 𝜒𝐴,𝑆(𝑓 (𝑎′))
and

𝜒𝐴′,𝑓 −1(𝑆)(𝑎′) = 𝜒𝐴′(𝑓 −1(𝑆))(𝑎′) = 𝜒𝐴′(𝒫 (𝑓 )(𝑆))(𝑎′) ,
therefore the chain of equivalences

𝑓 ∗(𝜒𝐴(𝑆))(𝑎′) = 1 ⟺ 𝜒𝐴,𝑆(𝑓 (𝑎′)) = 1
⟺ 𝑓 (𝑎′) ∈ 𝑆
⟺ 𝑎′ ∈ 𝑓 −1(𝑆)
⟺ 𝜒𝐴′,𝑓 −1(𝑆)(𝑎′) = 1
⟺ 𝜒𝐴′(𝒫 (𝑓 )(𝑆))(𝑎′) = 1 ,
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and thus the equality 𝑓 ∗(𝜒𝐴(𝑆)) = 𝜒𝐴′(𝒫 (𝑓 )(𝑆)).
We have overall constructed isomorphisms

Sub ≅ 𝒫 ≅ 𝐒𝐞𝐭(−, Ω) .
The existence of the composite isomorphism Sub ≅ 𝐒𝐞𝐭(−, Ω) shows that the
functor Sub is represented by the set Ω = {0, 1}.

Exercise 6.3.27
We denote the presheaf category [𝐀op, 𝐒𝐞𝐭] by 𝐀̂.

To give an explicit description of subobjects in 𝐀̂ we introduce the notion
of a subfunctor: a subfunctor is to a functor what a subset is to a set. Just
as subobjects in 𝐒𝐞𝐭 correspond to subsets, we will show that subobjects in 𝐀̂
correspond to subfunctors.

Definition of subfunctors

Let𝒜 be a category and let𝐻 be a functor from𝒜 to 𝐒𝐞𝐭. We say that another
functor 𝑆 from 𝒜 to 𝐒𝐞𝐭 is a subfunctor of 𝐻 if it satisfies the following two
conditions.

1. 𝑆(𝐴) is a subset of 𝐻(𝐴) for every object 𝐴 of 𝒜 .

2. 𝑆(𝑓 ) is the restriction of 𝐻(𝑓 ) for every morphism 𝑓 in 𝒜 .

In other words, a subfunctor 𝑆 of𝐻 consists of a subset 𝑆(𝐴) of𝐻(𝐴) for every
object 𝐴 of 𝒜 , such that 𝐻(𝑓 )(𝑆(𝐴)) ⊆ 𝑆(𝐵) for every morphism 𝑓 ∶ 𝐴 → 𝐵
in 𝒜 .

We write 𝑆 ⊆ 𝐻 if 𝑆 is a subfunctor of 𝐻 . The relation ⊆ is a partial order
on the class of functors from 𝒜 to 𝐒𝐞𝐭. We denote the class of subfunctors
of 𝐻 by 𝒫 (𝐻). Given two subfunctors 𝑆 and 𝑇 of 𝐻 , we have 𝑆 ⊆ 𝑇 if and
only if 𝑆(𝐴) ⊆ 𝑇 (𝐴) for every object 𝐴 of 𝒜 .

The image of a natural transformation

Given another functor 𝐻 ′ from 𝒜 to 𝐒𝐞𝐭 and a natural transformation 𝛼
from 𝐻 ′ to 𝐻 , we define a subfunctor im(𝛼) of 𝐻 with

im(𝛼)(𝐴) ≔ im(𝛼𝐴)
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for every object 𝐴 of 𝒜 . This is indeed a subfunctor of 𝐻 because

𝐻(𝑓 )(im(𝛼)(𝐴)) = 𝐻(𝑓 )(im(𝛼𝐴))
= 𝐻(𝑓 )(𝛼𝐴(𝐹 (𝐴)))
= 𝛼𝐵(𝐹(𝑓 )(𝐹 (𝐴)))
⊆ 𝛼𝐵(𝐹 (𝐵))
= im(𝛼𝐵)
= im(𝛼)(𝐵)

for every morphism 𝑓 ∶ 𝐴 → 𝐵 in 𝒜 . We refer to the subfunctor im(𝛼) of 𝐻
as the image of 𝛼 .

Correspondence between subobjects and subfunctors

Let us now restrict our attention to subobjects of 𝐻 . We claim that the map

Ob(𝐌𝐨𝐧𝐢𝐜(𝐻)) ⟶ 𝒫 (𝐻) , (𝑋 , 𝜇) ⟼ im(𝜇) , (6.22)

descends to a well-defined bijection from Sub(𝐻) to 𝒫 (𝐻). To prove this
claim we need to check the following subclaims:

1. Isomorphic objects of 𝐌𝐨𝐧𝐢𝐜(𝐻) have the same image.

2. The map (6.22) is surjective.

3. If two objects of 𝐌𝐨𝐧𝐢𝐜(𝐻) have the same image, then they are already
isomorphic in 𝐌𝐨𝐧𝐢𝐜(𝐴).
To show the first subclaim, suppose that we have a commutative diagram

of functors and natural transformations as follows:

𝐻

𝐹 𝐺

𝛼 𝛽

We then have im(𝛼) ⊆ im(𝛽). For two isomorphic objects (𝑋 , 𝜇) and (𝑋 , 𝜇′)
of 𝐌𝐨𝐧𝐢𝐜(𝐻) we thus have both im(𝜇) ⊆ im(𝜇′) and im(𝜇′) ⊆ im(𝜇), and
therefore im(𝜇) = im(𝜇′).
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Nowwe show the second subclaim. For every subfunctor 𝑆 of 𝐻 we have a
natural transformation 𝜄 ∶ 𝑆 ⇒ 𝐻 whose component 𝜄𝐴 is given by the inclu-
sion map from 𝑆(𝐴) to 𝐻(𝐴) for every object 𝐴 of 𝒜 . Each component of 𝜄 is
an injective map, whence 𝜄 is a monomorphism. The object (𝑆, 𝜄) of𝐌𝐨𝐧𝐢𝐜(𝐻)
serves as a preimage of 𝑆 for the map (6.22), whence this map is surjective.

To show the third subclaim, suppose that (𝑋 , 𝜇) and (𝑋 ′, 𝜇′) are two objects
of 𝐌𝐨𝐧𝐢𝐜(𝐻) with the same image in 𝒫 (𝐻), i.e., with im(𝜇) = im(𝜇′). We
know from Exercise 6.2.20 that the components of 𝜇 and 𝜇′ are injective. For
every object 𝐴 of 𝒜 we have thefore the two injective maps

𝜇𝐴∶ 𝑋(𝐴) ⟶ 𝐻(𝐴) , 𝜇′𝐴∶ 𝑋 ′(𝐴) ⟶ 𝐻(𝐴) .

These two maps have the same image since

im(𝜇𝐴) = im(𝜇)(𝐴) = im(𝜇′)(𝐴) = im(𝜇′𝐴) .

As seen in the solution to Exercise 5.1.40, there exists a unique bijection 𝛼𝐴
from 𝑋(𝐴) to 𝑋 ′(𝐴) that makes the following diagram commute:

𝑋(𝐴) 𝑋 ′(𝐴)

𝐻(𝐴)

𝛼𝐴

𝜇𝐴 𝜇′𝐴

We claim that the resulting transformation 𝛼 from 𝑋 to 𝑋 ′ is natural. To
show this, we need to check that for every morphism 𝑓 ∶ 𝐴 → 𝐵 in 𝒜 the
diagram

𝑋(𝐴) 𝑋 ′(𝐴)

𝑋(𝐵) 𝑋 ′(𝐵)

𝛼𝐴

𝑋(𝑓 ) 𝑋 ′(𝑓 )

𝛼𝐵
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commutes. To this end, we consider the following extended diagram:

𝑋(𝐴) 𝑋 ′(𝐴)

𝐻(𝐴)

𝑋(𝐵) 𝑋 ′(𝐵)

𝐻(𝐵)

𝛼𝐴

𝜇𝐴

𝑋(𝑓 )

𝜇′𝐴
𝑋 ′(𝑓 )

𝛼𝐵

𝜇𝐵 𝜇′𝐵

𝐻(𝑓 )

The top and bottom of this diagram commute by definition of 𝛼 , and the
frontal two sides commute by the naturality of 𝜇 and 𝜇′. It follows that

𝜇′𝐵 ∘ 𝑋 ′(𝑓 ) ∘ 𝛼𝐴 = 𝐻(𝑓 ) ∘ 𝜇′𝐴 ∘ 𝛼𝐴
= 𝐻(𝑓 ) ∘ 𝜇𝐴
= 𝜇𝐵 ∘ 𝑋(𝑓 )
= 𝜇′𝐵 ∘ 𝛼𝐵 ∘ 𝑋(𝑓 ) .

The map 𝜇′𝐵 is injective, so it follows that 𝑋 ′(𝑓 ) ∘ 𝛼𝐴 = 𝛼𝐵 ∘ 𝑋(𝑓 ), as desired.
We have thus constructed a natural isomorphism 𝛼 from𝑋 to𝑋 ′ thatmakes

the diagram

𝑋 𝑋 ′

𝐻

𝛼

𝜇 𝜇′

commute. It follows from Proposition 5.B (page 131) that this natural isomor-
phism 𝛼 is an isomorphism in 𝐌𝐨𝐧(𝐻) from (𝑋 , 𝜇) to (𝑋 ′, 𝜇′). This shows
the third subclaim.

We have thus constructed a bijection from Sub(𝐻) to 𝒫 (𝐻). In this way,
subobjects of 𝐻 are the same as subfunctors of 𝐻 .
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The category 𝐀̂ is well-powered

We have for every functor 𝐻 from𝒜 to 𝐒𝐞𝐭 an injective map from 𝒫 (𝐻) into
the product ∏𝐴∈Ob(𝒜) 𝐻(𝐴). So if the category 𝒜 is small (or more generally
if Ob(𝒜) is a set), then it follows that 𝒫 (𝐻) is a set, whence Sub(𝐻) is a set.
This tells us that the category 𝐀̂ is well-powered.

Functoriality of the power set

Let𝐻 and𝐻 ′ be two functors from𝒜 to 𝐒𝐞𝐭. Suppose we have a subfunctor 𝑆′
of 𝐻 ′ and a natural transformation 𝛼 from 𝐻 to 𝐻 ′. We can then consider for
every object 𝐴 of 𝒜 the subset 𝑆(𝐴) ≔ 𝛼−1(𝑆′(𝐴)) of 𝐻(𝐴). These sets form
a subfunctor 𝑆 of 𝐻 since for every morphism 𝑓 ∶ 𝐴 → 𝐵 in 𝒜 we have

𝛼𝐵(𝐻(𝑓 )(𝑆(𝐴))) = 𝐻 ′(𝑓 )(𝛼𝐴(𝑆(𝐴))) ⊆ 𝐻 ′(𝑓 )(𝑆′(𝐴)) ⊆ 𝑆′(𝐵) ,
and thus 𝐻(𝑓 )(𝑆(𝐴)) ⊆ 𝛼−1𝐵 (𝑆′(𝐵)) = 𝑆(𝐵). We refer to the subfunctor 𝑆 of 𝐻
as the preimage of 𝑆′ under 𝛼 , and denote it by 𝛼−1(𝑆′). We thus have

𝛼−1(𝑆′)(𝐴) = 𝛼−1𝐴 (𝑆′(𝐴))
for every object 𝐴 of 𝒜 . We get in this way a map

𝛼−1∶ 𝒫 (𝑆′) ⟶ 𝒫 (𝑆) .
This construction makes 𝒫 functorial:

1. Let 𝑆 be a subfunctor of 𝐻 . We have the equalities

(1𝐻 )−1(𝑆)(𝐴) = 1−1𝐻(𝐴)(𝑆(𝐴)) = 𝑆(𝐴)
for every object𝐴 of𝒜 , and therefore (1𝐻 )−1(𝑆) = 𝑆. Consequently, (1𝐻 )−1
is the identity map on 𝒫 (𝐻).

2. Let 𝐻″ be yet another functor from𝒜 to 𝐒𝐞𝐭. Let 𝑆″ be a subfunctor of 𝐻″

and let
𝛼 ∶ 𝐻 ⟹ 𝐻 ′ , 𝛼 ′∶ 𝐻 ′ ⟹ 𝐻″

be natural transformations. We have the chain of equalities

(𝛼 ′ ∘ 𝛼)−1(𝑆″)(𝐴) = (𝛼 ′ ∘ 𝛼)−1𝐴 (𝑆″(𝐴))
= (𝛼 ′𝐴 ∘ 𝛼𝐴)−1(𝑆″(𝐴))
= 𝛼−1𝐴 ((𝛼 ′𝐴)−1(𝑆″(𝐴)))
= 𝛼−1𝐴 ((𝛼 ′)−1(𝑆″)(𝐴))
= 𝛼−1𝐴 ((𝛼 ′)−1(𝑆″))(𝐴)
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for every object 𝐴 of 𝒜 , and therefore the equality

(𝛼 ′ ∘ 𝛼)−1(𝑆″) = 𝛼−1((𝛼 ′)−1(𝑆″)) .
Consequently, (𝛼 ′ ∘ 𝛼)−1 = 𝛼−1 ∘ (𝛼 ′)−1.

These properties tell us that we have constructed a contravariant functor

𝒫 ∶ [𝒜, 𝐒𝐞𝐭] ⟶ 𝐒𝐞𝐭
if the category 𝒜 is small.

Naturality of the isomorphism Sub(𝐻) ≅ 𝒫 (𝐻)
We have previously constructed for every functor𝐻 from𝒜 to 𝐒𝐞𝐭 an isomor-
phism 𝜑𝐻 from 𝒫 (𝐻) to Sub(𝐻). We will now show that the isomorphism 𝜑𝐻
is natural in 𝐻 . If the category 𝒜 is small, then this means that the two func-
tors Sub and 𝒫 from 𝒜 to 𝐒𝐞𝐭 are isomorphic.

We need to check that for every two functors 𝐻 and 𝐻 ′ from 𝒜 to 𝐒𝐞𝐭
and every natural transformation 𝛼 from 𝐻 to 𝐻 ′ the following diagram com-
mutes:

𝒫 (𝐻 ′) Sub(𝐻 ′)

𝒫 (𝐻) Sub(𝐻)

𝜑𝐻′

𝛼−1 Sub(𝛼)

𝜑𝐻

Let 𝑆′ be an element of the top-left corner of this diagram, i.e., a subfunctor
of 𝐻 ′. We give descriptions of the two resulting elements of Sub(𝐻) and then
show that these two elements are equal.

The subobject 𝜑𝐻 ′(𝑆′) of 𝐻 ′ (an element of the tow-right corner of the dia-
gram) is represented by (𝑆′, 𝜄′) where 𝜄′ is the natural transformation from 𝑆′
to 𝐻 ′ that is the inclusion map in each component. Let us denote the re-
sulting element Sub(𝛼)([(𝑆′, 𝜄′)]) by [(𝑇 , 𝜃)]. This is a subobject of 𝐻 , and
it is uniquely determined by the fact that there exists a pullback diagram
in [𝒜 , 𝐒𝐞𝐭] of the following form:

𝑇 𝑆′

𝐻 𝐻 ′

𝜃 𝜄′

𝛼
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The subfunctor 𝑆 ≔ 𝛼−1(𝑆′) of 𝐻 (an element of the bottom-right corner of
the diagram) is given by

𝑆(𝐴) = 𝛼−1𝐴 (𝑆′(𝐴))
for every object 𝐴 of 𝐀. The subobject 𝜑𝐻 (𝑆) of 𝐻 (an element of the bottom-
right corner of the diagram) is represented by (𝑆, 𝜄)where 𝜄 denotes the natural
transformation from 𝑆 to 𝑋 that is the inclusion map in each component.

To show the desired equality [(𝑆, 𝜄)] = [(𝑇 , 𝜃)] we need to show that there
exists a pullback diagram of the form

𝑆 𝑆′

𝐻 𝐻 ′

𝜄 𝜄′

𝛼

in [𝒜 , 𝐒𝐞𝐭]. We know that limits in functor categories can be computed point-
wise. It therefore suffices to show that there exists for every object 𝐴 of 𝒜 a
pullback diagram of the form

𝑆(𝐴) 𝑆′(𝐴)

𝐻(𝐴) 𝐻 ′𝐴

𝜄𝐴 𝜄′𝐴
𝛼𝐴

in 𝐒𝐞𝐭. This desired diagram simplifies as follows:

𝛼−1𝐴 (𝑆′(𝐴)) 𝑆′(𝐴)

𝐻(𝐴) 𝐻 ′𝐴

𝜄𝐴 𝜄′𝐴
𝛼𝐴

We get this desired pullback diagram by choosing the upper horizontal arrow
as the restriction of 𝛼𝐴, as seen in Proposition 6.G (page 224).

Special case: the category 𝐀 has one object and is discrete

To better understand the problem at hand, let us first consider the special
case that the category 𝐀 is the one-object discrete category. The presheaf
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category 𝐀̂ is then just 𝐒𝐞𝐭, and the functor 𝒫 is just the usual contravariant
power set functor.

Let 𝟙 = {1} be a one-element set. For every set 𝑋 , elements of 𝑋 are the
same as maps from 𝟙 to 𝑋 . For the subobject classifier Ω of 𝐒𝐞𝐭 we have
therefore the isomorphisms

Ω ≅ 𝐒𝐞𝐭(𝟙, Ω) ≅ 𝒫 (𝟙) .

We turn this observation into motivation to define Ω as 𝒫 (𝟙).
We observe that Ω = {∅, 𝟙}, which agrees with the usual definition of the

subobject classifier of 𝐒𝐞𝐭. But we won’t need this explicit description of Ω,
and will deliberately avoid it. Instead, our argumentation will rely on the
following two properties of the set 𝟙 and its element 1.

1. For every set 𝑋 and every element 𝑥 of 𝑋 there exists a unique map 𝑒𝑥
from 𝟙 to 𝑋 with 𝑒𝑥(1) = 𝑥 .

2. The only subset of 𝟙 containing 1 is 𝟙.

In terms of intuition, the second property tells us that “the subset of 𝟙 gener-
ated by the element 1 is 𝟙”.

In the following, let 𝑋 be some set. We will describe how to abstractly
construct the usual bijection between 𝒫 (𝑋) and 𝐒𝐞𝐭(𝑋 , Ω), and how to show
that this bijection is natural in 𝑋 .

Suppose first that 𝑆 is a subset of 𝑋 . For every element 𝑥 of 𝑋 we can pull
back the subset 𝑆 of 𝑋 along the map 𝑒𝑥 a subset of 𝟙. We get in this way a
map

𝜒𝑆 ∶ 𝑋 ⟶ Ω , 𝑥 ⟼ 𝑒−1𝑥 (𝑆) .
(We observe that 𝜒𝑆(𝑥) = 𝟙 if 𝑥 ∈ 𝑆 and 𝜒𝑆(𝑥) = ∅ otherwise, so our abstract
construction of the characteristic function 𝜒𝑆 agrees with the usual explicit
definition.)

Suppose now that 𝑓 is any map from 𝑋 to Ω. The set 𝟙 as a special subset,
namely 𝟙 itself. The set 𝑈 ≔ {𝟙} is then a subset of Ω, which we can pull back
along 𝑓 to the subset 𝑓 −1(𝑈 ) of 𝑋 .

We will now check that the above two constructions between subsets of 𝑋
and maps from 𝑋 to Ω are mutually inverse, and also natural in 𝑋 .
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Let 𝑆 be a subset of 𝑋 . We have for every element 𝑥 of 𝑋 the chain of
equivalences

𝑥 ∈ 𝑆 ⟺ 𝑒𝑥(1) ∈ 𝑆
⟺ 1 ∈ 𝑒−1𝑥 (𝑆) = 𝜒𝑆(𝑥)
⟺ 𝟙 = 𝜒𝑆(𝑥) (6.23)
⟺ 𝑥 ∈ 𝜒−1𝑆 (𝑈 ) ,

and therefore the equality 𝑆 = 𝜒−1𝑆 (𝑈 ). For the step (6.23) we used that 𝜒𝑆(𝑥)
is a subset of 𝟙 containing 1, and that the only such subset is 𝟙.

Let now 𝑓 be a map from 𝑋 to Ω and let 𝑆 ≔ 𝑓 −1(𝑈 ). To show the equal-
ity 𝑓 = 𝜒𝑆 we need to show that 𝑓 (𝑥) = 𝜒𝑆(𝑥) for every element 𝑥 of 𝑋 .
Both 𝑓 (𝑥) and 𝜒𝑆(𝑥) are subsets of 𝟙, so we need to show that for every ele-
ment 𝑝 of 𝟙, we have 𝑝 ∈ 𝑓 (𝑥) if and only if 𝑝 ∈ 𝜒𝑆(𝑥). The only element of 𝟙
is 1, and we have the chain of equivalences

1 ∈ 𝑓 (𝑥) ⟺ 𝑓 (𝑥) = 𝟙
⟺ 𝑥 ∈ 𝑆
⟺ 𝜒𝑆(𝑥) = 𝟙
⟺ 1 ∈ 𝜒𝑆(𝑥) .

We have thus shown that indeed 𝑓 = 𝜒𝑆 .
To show the required naturality, we need to show that for every map

𝑓 ∶ 𝑋 ⟶ 𝑌

the following diagram commutes:

𝒫 (𝑌 ) 𝐒𝐞𝐭(𝑌 , Ω)

𝒫 (𝑋) 𝐒𝐞𝐭(𝑋 , Ω)

𝜒(−)

𝑓 −1 𝑓 ∗

𝜒(−)

Let 𝑆 be a subset of 𝑌 and let 𝑥 be an element of 𝑋 . Then 𝑓 ∘ 𝑒𝑥 = 𝑒𝑓 (𝑥) because

(𝑓 ∘ 𝑒𝑥)(1) = 𝑓 (𝑒𝑥(1)) = 𝑓 (𝑥) = 𝑒𝑓 (𝑥)(1) ,
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and consequently
𝑓 ∗(𝜒𝑆)(𝑥) = (𝜒𝑆 ∘ 𝑓 )(𝑥)

= 𝜒𝑆(𝑓 (𝑥))
= 𝑒−1𝑓 (𝑥)(𝑆)
= (𝑓 ∘ 𝑒𝑥)−1(𝑆)
= 𝑒−1𝑥 (𝑓 −1(𝑆))
= 𝜒𝑓 −1(𝑆)(𝑥) .

This shows that 𝑓 ∗(𝜒𝑆) = 𝜒𝑓 −1(𝑆), so that the diagram commutes.

Special case: the category 𝐀 has one object

Suppose now slightly more generally than before that the category 𝐀 con-
sists of only a single object ∗. For the monoid 𝑀 ≔ 𝐀(∗, ∗), the presheaf
category 𝐀̂ is then isomorphic to the category ℳ of right 𝑀-sets. For every
right𝑀-set𝑋 the set𝒫 (𝑋) consists of all𝑀-subsets of𝑋 , and for every homo-
morphism of right 𝑀-sets 𝑓 ∶ 𝑋 → 𝑌 the induced map 𝑓 −1∶ 𝒫 (𝑌 ) → 𝒫 (𝑋)
is given by taking preimages in the usual sense.

For every right𝑀-set 𝑋 , the elements of 𝑋 correspond to homomorphisms
from 𝑀 to 𝑋 . For the subobject classifier Ω of ℳ we have therefore the
isomorphisms

{elements of Ω} ≅ ℳ(𝑀,Ω) ≅ 𝒫 (𝑀) .
We therefore define Ω as follows:

• The underlying set of Ω is 𝒫 (𝑀).
• For every element 𝑚 of 𝑀 , left multiplication with 𝑚 is a homomor-
phism 𝜆𝑚 ∶ 𝑀 → 𝑀 , and therefore induces a map 𝜆−1𝑚 ∶ 𝒫 (𝑀) → 𝒫 (𝑀).
This map is the action of 𝑚 on Ω. More explicitly, we have

𝑆𝑚 = 𝜆−1𝑚 (𝑆) = {𝑛 ∈ 𝑀 | 𝜆𝑚(𝑛) ∈ 𝑆} = {𝑛 ∈ 𝑁 | 𝑚𝑛 ∈ 𝑆} . (6.24)

We denote the set (6.24) as (𝑆 ∶ 𝑚), in accordance to the notation for quotient
ideals in ring theory. We note that 𝑚 is contained in 𝑆 if and only if 1𝑀 is
contained in (𝑆 ∶ 𝑚).

More generally, if𝑋 is any right𝑀-set, 𝑆 is an𝑀-subsets of𝑋 , and 𝑥 is an el-
ement of 𝑋 , then we will use the notation (𝑆 ∶ 𝑥) for the set {𝑚 ∈ 𝑀 | 𝑥𝑚 ⊆ 𝑆},
so that

(𝑆 ∶ 𝑥) ∋ 𝑚 ⟺ 𝑆 ∋ 𝑥𝑚 .
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We note that 𝑥 is contained in 𝑆 if and only if 1𝑀 is contained in (𝑆 ∶ 𝑥), if
and only if (𝑆 ∶ 𝑥) = 𝑀 .

As in the previous special case, we will try not to work with the explicit
elements of Ω. Instead, we will rely on the following two observations:

1. There exists for every right𝑀-set 𝑋 and every element 𝑥 of 𝑋 a unique
homomorphism 𝑒𝑥 from 𝑀 to 𝑋 with 𝑒𝑥(1𝑀) = 𝑥 .

2. The only 𝑀-subsets of 𝑀 that contains 1𝑀 is 𝑀 itself.

Let 𝑋 be a right𝑀-set and let 𝑆 be an𝑀-subsets of 𝑋 . For every element 𝑥
of 𝑋 we can pull back 𝑆 along the homomorphism 𝑒𝑥 to an 𝑀-subsets of 𝑀 .
We have in this way a set-theoretic map

𝜒𝑆 ∶ 𝑋 ⟶ Ω , 𝑥 ⟼ 𝑒−1𝑥 (𝑆) .

This map is more explicitly given by

𝜒𝑆(𝑥) = 𝑒−1𝑥 (𝑆) = {𝑚 ∈ 𝑀 ∣ 𝑒𝑥(𝑚) ∈ 𝑆} = {𝑚 ∈ 𝑀 ∣ 𝑥𝑚 ∈ 𝑆} = (𝑆 ∶ 𝑥)

for every 𝑥 ∈ 𝑋 . As a by-product of the construction of 𝜒𝑆 , we see that (𝑆 ∶ 𝑥)
is an 𝑀-subsets of 𝑀 .

We claim that the map 𝜒𝑆 is already a homomorphism. To see this, we
observe that 𝑒𝑥𝑚 = 𝑒𝑥 ∘ 𝜆𝑚, since both 𝑒𝑥𝑚 and 𝑒𝑥 ∘ 𝜆𝑚 are homomorphisms and

𝑒𝑥𝑚(1𝑀) = 𝑥𝑚 = 𝑒𝑥(1𝑀)𝑚 = 𝑒𝑥(𝑚) = 𝑒𝑥(𝜆𝑚(1𝑀)) = (𝑒𝑥 ∘ 𝜆𝑚)(1𝑀) .

It follows that

𝜒𝑆(𝑥𝑚) = 𝑒−1𝑥𝑚(𝑆) = (𝑒𝑥 ∘ 𝜆𝑚)−1(𝑆) = 𝜆−1𝑚 (𝑒−1𝑥 (𝑆)) = 𝜒𝑆(𝑥)𝑚 .

Suppose conversely that 𝑓 is any homomorphism from 𝑀 to Ω. We note
that 𝑀 contains a very special 𝑀-subsets, namely 𝑀 itself. Every element 𝑚
of 𝑀 is contained in 𝑀 (surprise!), whence 𝑀𝑚 = (𝑀 ∶ 𝑚) = 𝑀 . This tells
us that 𝑀 is a fixed point in Ω. Equivalently, 𝑈 ≔ {𝑀} is an 𝑀-subsets of Ω.
By pulling back 𝑈 along 𝑓 , we arrive at the 𝑀-subsets 𝑓 −1(𝑈 ) of 𝑋 .

We will now show that the above two constructions between 𝑀-subsets
of 𝑋 and homomorphism from 𝑋 to Ω are mutually inverse and natural.
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Let 𝑆 be an𝑀-subsets of 𝑋 . We have for every element 𝑥 of 𝑋 the chain of
equivalences

𝑥 ∈ 𝑆 ⟺ 𝑒𝑥(1𝑀) ∈ 𝑆
⟺ 1𝑀 ∈ 𝑒−1𝑥 (𝑆) = 𝜒𝑆(𝑥)
⟺ 𝜒𝑆(𝑥) = 𝑀 (6.25)
⟺ 𝑥 ∈ 𝜒−1𝑆 (𝑈 )

and therefore the equality 𝑆 = 𝜒−1𝑆 (𝑈 ). We have used in the step (6.25)
that 𝜒𝑆(𝑥) is an 𝑀-subsets of 𝑋 containing 1𝑀 , and that the only such sub-
set is 𝑀 itself.

Let 𝑓 be a homomorphism from 𝑋 to Ω. For the 𝑀-subsets 𝑆 ≔ 𝑓 −1(𝑈 )
of 𝑋 we want to show that 𝑓 = 𝜒𝑆 . We need to show that 𝑓 (𝑥) = 𝜒𝑆(𝑥) for
every element 𝑥 of 𝑋 . Both 𝑓 (𝑥) and 𝜒𝑆(𝑥) are𝑀-subsets of𝑀 , so we need to
show that for every element𝑚 of𝑀 we have𝑚 ∈ 𝑓 (𝑥) if and only if𝑚 ∈ 𝜒𝑆(𝑥).
We have

(𝑓 (𝑥) ∶ 𝑚) = 𝑓 (𝑥)𝑚 = 𝑓 (𝑥𝑚) ,
and therefore the chain of equivalences

𝑚 ∈ 𝑓 (𝑥) ⟺ 1𝑀 ∈ (𝑓 (𝑥) ∶ 𝑚)
⟺ 1𝑀 ∈ 𝑓 (𝑥𝑚)
⟺ 𝑓 (𝑥𝑚) = 𝑀
⟺ 𝑥𝑚 ∈ 𝑆
⟺ 𝑚 ∈ (𝑆 ∶ 𝑥)
⟺ 𝑚 ∈ 𝜒𝑆(𝑥) .

This shows that indeed 𝑓 = 𝜒𝑆 .
It remains to show the naturality of the bijections 𝜒(−)∶ 𝒫 (𝑋) → ℳ(𝑋,Ω).

For this, we need to show that for every homomorphism

𝑓 ∶ 𝑋 ⟶ 𝑌
the following diagram commutes:

𝒫 (𝑌 ) ℳ(𝑌 , Ω)

𝒫 (𝑋) ℳ(𝑋 ,Ω)

𝜒(−)

𝑓 −1 𝑓 ∗

𝜒(−)
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Let 𝑆 be an 𝑀-subsets of 𝑌 and let 𝑥 be an element of 𝑋 . Then 𝑓 ∘ 𝑒𝑥 = 𝑒𝑓 (𝑥)
because

(𝑓 ∘ 𝑒𝑥)(1𝑀) = 𝑓 (𝑒𝑥(1𝑀)) = 𝑓 (𝑥) = 𝑒𝑓 (𝑥)(1𝑀) ,
and consequently

𝑓 ∗(𝜒𝑆)(𝑥) = (𝜒𝑆 ∘ 𝑓 )(𝑥)
= 𝜒𝑆(𝑓 (𝑥))
= 𝑒−1𝑓 (𝑥)(𝑆)
= (𝑓 ∘ 𝑒𝑥)−1(𝑆)
= 𝑒−1𝑥 (𝑓 −1(𝑆))
= 𝜒𝑓 −1(𝑆)(𝑥) .

This shows that 𝑓 ∗(𝜒𝑆) = 𝜒𝑓 −1(𝑆), which shows the required commutativity.

(a)

Suppose thatΩ is a subobject classifier for 𝐀̂. For every object𝐴 of𝐀we then
have the isomorphisms

Ω(𝐴) ≅ 𝐀̂(H𝐴, Ω) ≅ Sub(H𝐴) ≅ 𝒫 (H𝐴) .

(b)

We define the desired subobject classifier Ω of 𝐀̂ as the composite of the
Yoneda embedding from 𝐀 to 𝐀̂ (which is covariant) and the contravariant
power set functor from 𝐀̂ to 𝐒𝐞𝐭. More explicitly, we have

Ω(𝐴) = 𝒫 (H𝐴)
for every object 𝐴 of 𝐀, and for every morphism 𝑓 ∶ 𝐵 → 𝐴 in 𝐀 the map

Ω(𝑓 ) ≔ H−1
𝑓 ∶ 𝒫 (H𝐴) ⟶ 𝒫 (H𝐵) , 𝑆 ⟼ H−1

𝑓 (𝑆) .
More explicitly, we have

Ω(𝑓 )(𝑆)(𝐶) = H−1
𝑓 (𝑆)(𝐶)

= (H𝑓 )−1𝐶 (𝑆(𝐶))
= (𝑓∗)−1(𝑆(𝐶))
= {𝑔 ∶ 𝐶 → 𝐵 | 𝑓∗(𝑔) ∈ 𝑆(𝐶)}
= {𝑔 ∶ 𝐶 → 𝐵 | 𝑓 ∘ 𝑔 ∈ 𝑆(𝐶)} . (6.26)
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We will show in the following that the presheaf Ω is a subobject classifier
for 𝐀̂, i.e., that 𝐀̂(−, Ω) ≅ Sub. We have already seen that Sub ≅ 𝒫 , so we
will show in the following that 𝒫 ≅ 𝐀̂(−, Ω). We will use the following two
properties of the presheaves H𝐴.

1. For every object 𝐴 of 𝐀 and every element 𝑥 of 𝑋(𝐴) there exists a
unique natural transformation 𝜀𝑥 from H𝐴 to 𝑋 with 𝜀𝑥,𝐴(1𝐴) = 𝑥 .

2. For every object 𝐴 of 𝐀, the only subfunctor of H𝐴 containing 1𝐴 is H𝐴
itself.

Let 𝑋 be a presheaf on 𝐀 and let 𝑆 be a subfunctor of 𝑋 . Let 𝐴 be an object
of𝐀 and let 𝑥 be an element of𝑋(𝐴). We can use the natural transformation 𝜀𝑥
to pull back the subfunctor 𝑆 of 𝑋 to the subfunctor 𝜀−1𝑥 (𝑆) of H𝐴. We get in
this way a set-theoretic map

𝜒𝑆,𝐴∶ 𝑋(𝐴) ⟶ 𝒫 (H𝐴) = Ω(𝐴) , 𝑥 ⟼ 𝜀−1𝑥 (𝑆) .
More explicitly, we have

𝜒𝑆,𝐴(𝐵) = 𝜀−1𝑥 (𝑆)(𝐵)
= 𝜀−1𝑥,𝐵(𝑆(𝐵))
= {𝑔 ∈ H𝐴(𝐵) ∣ 𝜀𝑥,𝐵(𝑔) ∈ 𝑆(𝐵)}
= {𝑔 ∶ 𝐵 → 𝐴 ∣ 𝑋(𝑔)(𝑥) ∈ 𝑆(𝐵)} .

The resulting transformation 𝜒𝑆 from 𝑋 to Ω is natural. To see this, we
need to check that for every morphism

𝑓 ∶ 𝐵 ⟶ 𝐴
in 𝐀 the following diagram commutes:

𝑋(𝐴) Ω(𝐴)

𝑋(𝐵) Ω(𝐵)

𝜒𝑆,𝐴

𝑋(𝑓 ) Ω(𝑓 )

𝜒𝑆,𝐵

We observe for every element 𝑥 of 𝑋(𝐴) that
𝜀𝑋(𝑓 )(𝑥) = 𝜀𝑥 ∘ H𝑓
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since both sides are functors from H𝐵 to 𝑋 with

𝜀𝑋(𝑓 )(𝑥),𝐵(1𝐵) = 𝑋(𝑓 )(𝑥)
= 𝑋(𝑓 )(𝜀𝑥,𝐴(1𝐴))
= 𝜀𝑥,𝐵((H𝐴)(𝑓 )(1𝐴))
= 𝜀𝑥,𝐵(𝑓 )
= 𝜀𝑥,𝐵((H𝑓 )𝐵(1𝐵))
= (𝜀𝑥,𝐵 ∘ (H𝑓 )𝐵)(1𝐵)
= (𝜀𝑥,𝐵 ∘ H𝑓 )𝐵(1𝐵) .

It follows for every element 𝑥 of 𝑋(𝐴) that

𝜒𝑆,𝐵(𝑋(𝑓 )(𝑥)) = 𝜀−1𝑋(𝑓 )(𝑥)(𝑆)
= (𝜀𝑥 ∘ H𝑓 )−1(𝑆)
= H−1

𝑓 (𝜀−1𝑥 (𝑆))
= Ω(𝑓 )(𝜒𝑆(𝑥)) .

This shows the required commutativity.
Suppose now that 𝛼 is a natural transformation from 𝑋 to Ω. The func-

tor H𝐴 has itself as a subfunctor, and for every morphism 𝑓 ∶ 𝐵 → 𝐴 in 𝐀 we
have H−1

𝑓 (H𝐴) = H𝐵 because

H−1
𝑓 (H𝐴)(𝐶) = (H𝑓 )−1𝐶 (H𝐴(𝐶))

= {𝑔 ∈ H𝐵(𝐶) ∣ (H𝑓 )𝐵(𝑔) ∈ H𝐴(𝐶)}
= {𝑔 ∈ 𝐀(𝐶, 𝐵) ∣ 𝑓 ∘ 𝑔 ∈ 𝐀(𝐶, 𝐴)}
= 𝐀(𝐶, 𝐵)
= H𝐵(𝐶)

for every object 𝐶 of 𝐀. This tells us that the presheaf Ω has a subfunctor 𝑈
given by 𝑈 (𝐴) = {H𝐴} for every object 𝐴 of 𝐀. We can pull back the sub-
functor 𝑈 of Ω along the natural transformation 𝛼 to the subfunctor 𝛼−1(𝑈 )
of 𝑋 .

We will now check that these two constructions between subfunctors of 𝑋
and natural transformations from 𝑋 to Ω are mutually inverse, as well as
natural.
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Let 𝑆 be a subfunctor of 𝑋 . We observe for every object 𝐴 of 𝐀 and every
element 𝑥 of 𝑋(𝐴) the chain of equivalences

𝑥 ∈ 𝑆(𝐴)
⟺ 𝜀𝑥,𝐴(1𝐴) ∈ 𝑆(𝐴)
⟺ 1𝐴 ∈ 𝜀−1𝑥,𝐴(𝑆(𝐴)) = 𝜀−1𝑥 (𝑆)(𝐴) = 𝜒𝑆,𝐴(𝑥)(𝐴)
⟺ 𝜒𝑆,𝐴(𝑥) = H𝐴 (6.27)
⟺ 𝑥 ∈ 𝜒−1𝑆,𝐴({H𝐴}) = 𝜒−1𝑆,𝐴(𝑈 (𝐴)) = 𝜒−1𝑆 (𝑈 )(𝐴) .

For the equivalence (6.27) we use that 𝜒𝑆,𝐴(𝑥) is a subfunctor of H𝐴 contain-
ing 1𝐴, and must therefore be all of H𝐴. This shows that 𝑆(𝐴) = 𝜒−1𝑆 (𝑈 )(𝐴)
for every object 𝐴 of 𝐀, and therefore 𝑆 = 𝜒−1𝑆 (𝑈 ).

Let now 𝛼 be a natural transformation from 𝑋 to Ω and let 𝑆 = 𝛼−1(𝑈 ). We
want to check that 𝛼 = 𝜒𝑆 . For this, we need to show that for every object 𝐴
of 𝐀 and every element 𝑥 of 𝑋(𝐴) we have 𝛼𝐴(𝑥) = 𝜒𝑆,𝐴(𝑥). Both 𝛼𝐴(𝑥)
and 𝜒𝑆,𝐴(𝑥) are elements of Ω(𝐴) = 𝒫 (H𝐴), and therefore subfunctors of H𝐴.
We hence need to show that 𝛼𝐴(𝑥)(𝐵) = 𝜒𝑆,𝐴(𝑥)(𝐵) for every object 𝐵 of 𝐀.
We have for every element 𝑓 of H𝐴(𝐵) = 𝐀(𝐵, 𝐴) the chain of equalities

𝑓 ∈ 𝛼𝐴(𝑥)(𝐵)
⟺ 1𝐵 ∈ Ω(𝑓 )(𝛼𝐴(𝑥))(𝐵) (6.28)
⟺ Ω(𝑓 )(𝛼𝐴(𝑥)) = H𝐵 (6.29)
⟺ 𝛼𝐵(𝑋(𝑓 )(𝑥)) = H𝐵 (6.30)
⟺ 𝑋(𝑓 )(𝑥) ∈ 𝛼−1𝐵 ({H𝐵}) = 𝛼−1𝐵 (𝑈 (𝐵)) = 𝛼−1(𝑈 )(𝐵) = 𝑆(𝐵)
⟺ 𝜀𝑥,𝐵(𝑓 ) ∈ 𝑆(𝐵) (6.31)
⟺ 𝑓 ∈ 𝜀−1𝑥,𝐵(𝑆(𝐵)) = 𝜀−1𝑥 (𝑆)(𝐵) = 𝜒𝑆(𝑥)(𝐵) ,

and thus 𝛼𝐴(𝑥)(𝐵) = 𝜒𝑆(𝑥)(𝐵). For (6.28) we use the formula (6.26). The equal-
ity (6.27) holds becauseΩ(𝑓 )(𝛼𝐴(𝑥)) is a subfunctor ofH𝐵 that contains 1𝐵, and
the only such subfunctor isH𝐵 itself. For (6.30) we use the naturality of 𝛼 , and
for (6.31) we use that 𝑋(𝑓 )(𝑥) is precisely 𝜀𝑥,𝐵(𝑓 ).

To show the required naturality we need to check that for every natural
transformation

𝛼 ∶ 𝑋 ⟶ 𝑌
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between presheaves on 𝐀 the following diagram commutes:

𝒫 (𝑌 ) 𝐀̂(𝑌 , Ω)

𝒫 (𝑋) 𝐀̂(𝑋 , Ω)

𝜒(−)

𝛼−1 𝛼∗

𝜒(−)

Let 𝑆 be a subfunctor of 𝑌 , let 𝐴 be an object of 𝐀 and let 𝑥 ∈ 𝑋(𝐴), then
𝛼∗(𝜒𝑆)𝐴(𝑥) = (𝜒𝑆 ∘ 𝛼)𝐴(𝑥)

= (𝜒𝑆,𝐴 ∘ 𝛼𝐴)(𝑥)
= 𝜒𝑆,𝐴(𝛼𝐴(𝑥))
= 𝜀−1𝛼𝐴(𝑥)(𝑆)
= (𝛼 ∘ 𝜀𝑥)−1(𝑆)
= 𝜀−1𝑥 (𝛼−1(𝑆))
= 𝜒𝛼−1(𝑆),𝐴(𝑥) ,

therefore 𝛼∗(𝜒𝑆)𝐴 = 𝜒𝛼−1(𝑆),𝐴, and thus 𝛼∗(𝜒𝑆) = 𝜒𝛼−1(𝑆). This shows the re-
quired commutativity.

(c)

We know from Corollary 6.2.11 that 𝐀̂ has all small limits. This entails that 𝐀̂
has finite limits. We have seen in Theorem 6.3.20 that 𝐀̂ is cartesian closed.
We have seen in this exercise that 𝐀̂ is well-powered and has a subobject
classifier.

This shows altogether that 𝐀̂ is a topos.
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Exercise A.3
(a)

For every object 𝐵 of ℬ, let 𝑖𝐵 be the unique morphism from 0 to 𝐵.
Let for a moment (𝐶, (𝑞𝐵)𝐵) be a cone on the identity functor 1ℬ . We have

for every morphism 𝑔 ∶ 𝐵 → 𝐵′ in ℬ the equality 𝑔 ∘ 𝑞𝐵 = 𝑞𝐵′ . By choosing
the morphism 𝑔 as 𝑖𝐵 we find that

𝑖𝐵 ∘ 𝑞0 = 𝑞𝐵
for every object 𝐵 ofℬ. This tells us that the entire cone (𝐶, (𝑞𝐵)𝐵) is already
uniquely determined by the single morphism 𝑞0∶ 𝐶 → 0.

Conversely, given any morphism 𝑔 ∶ 𝐶 → 0 in ℬ, we can pull back the
cone (0, (𝑖𝐵)𝐵) along the morphism 𝑔 to the cone (𝐶, (𝑖𝐵 ∘ 𝑔)𝐵). We note that
for 𝐵 = 0 we have 𝑖𝐵 ∘ 𝑔 = 𝑖0 ∘ 𝑔 = 𝑔 since the morphism 𝑖0 is necessarily the
identity morphism of 0.

The above two constructions aremutually inverse. We thus find that a cone
on the identity functor 1ℬ with vertex 𝐶 is the same as a morphism from 𝐶
to 0.

Suppose now that (𝐶, (𝑞𝐵)𝐵) and (𝐶′, (𝑞′𝐵)𝐵) are two cones on the identity
functor 1ℬ . We find for every morphism 𝑓 from 𝐶 to 𝐶′ that

𝑓 is a morphism of cones from (𝐶, (𝑞𝐵)𝐵) to (𝐶′, (𝑞′𝐵)𝐵)
⟺ 𝑞′𝐵 ∘ 𝑓 = 𝑞𝐵 for every object 𝐵 of ℬ
⟺ 𝑖𝐵 ∘ 𝑞′0 ∘ 𝑓 = 𝑖𝐵 ∘ 𝑞0 for every object 𝐵 of ℬ
⟺ 𝑞′0 ∘ 𝑓 = 𝑞0 . (A.1)
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For the equivalence (A.1) we use again that 𝑖0 is the identity morphism of 0.
We have thus found an isomorphism between the cone category 𝐂𝐨𝐧𝐞(1ℬ)

and the slice category ℬ/0. This slice category has as a terminal object,
namely (0, 10). The corresponding cone (0, (𝑖𝐵 ∘ 10)𝐵) = (0, (𝑖𝐵)𝐵) is therefore
terminal in 𝐂𝐨𝐧𝐞(1ℬ). This means precisely that this cone is a limit cone.

(b)

We have for every morphism 𝑔 ∶ 𝐵 → 𝐵′ in ℬ the equality

𝑔 ∘ 𝑝𝐵 = 𝑝𝐵′ .

This entails that 𝑝𝐵 ∘ 𝑝𝐿 = 𝑝𝐵 for every object 𝐵 ofℬ, whence 𝑝𝐵 ∘ 𝑝𝐿 = 𝑝𝐵 ∘ 1𝐿
for every object 𝐵 of ℬ. Consequently, 𝑝𝐿 = 1𝐿 by Exercise 5.1.36, part (a). It
further follows for every object 𝐵 ofℬ that the morphism 𝑝𝐵 is the only mor-
phism from 𝐿 to 𝐵: for every morphism 𝑔 from 𝐿 to 𝐵 we have the equalities

𝑝𝐵 = 𝑔 ∘ 𝑝𝐿 = 𝑔 ∘ 1𝐿 = 𝑔 .

Exercise A.4
(a)

For every two elements 𝑐 and 𝑐′ of 𝐶 , there exists a morphism from 𝑐 to 𝑐′ if
and only if 𝑐 ≤ 𝑐′. Therefore, 𝑆 is weakly initial if and only if there exists for
every element 𝑐 of 𝐶 an element 𝑠 of 𝑆 with 𝑠 ≤ 𝑐.

(b)

For every element 𝑐 of 𝐶 there exists an element 𝑠′ of 𝑆 with 𝑠′ ≤ 𝑐, whence

⋀
𝑠∈𝑆

𝑠 ≤ 𝑠′ ≤ 𝑐 .

Exercise A.5
(a)

For every object 𝐼 of 𝐈, an object𝐷(𝐼 ) of (𝐴 ⇒ 𝐺) is the same as a pair (𝐸(𝐼 ), 𝑒𝐼 )
consisting of an object 𝐸(𝐼 ) of ℬ and a morphism 𝑒𝐼 from 𝐴 to 𝐺(𝐸(𝐼 )). For
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every morphism 𝑢∶ 𝐼 → 𝐽 in 𝐈, a morphism 𝐷(𝑢) from 𝐷(𝐼 ) to 𝐷(𝐽 ) is then
the same as a morphism 𝐸(𝑢) from 𝐸(𝐼 ) to 𝐸(𝐽 ) such that 𝐺(𝐸(𝑢)) ∘ 𝑒𝐼 = 𝑒𝐽 .

The functoriality of the assignment 𝐷 is precisely the functoriality of the
assignment 𝐸. If this functoriality is satisfied, then (𝐴, (𝑒𝐼 ))𝐼 is precisely a
cone on 𝐺 ∘ 𝐸 with vertex 𝐴.

We hence find that a functor𝐷 from 𝐈 to (𝐴 ⇒ 𝐺) is the same as a functor 𝐸
from 𝐈 toℬ together with a cone (𝐴, (𝑒𝐼 )𝐼 ) on 𝐺 ∘𝐸. The two functors 𝐷 and 𝐸
are related through the projection functor 𝑃𝐴 from (𝐴 ⇒ 𝐺) to ℬ via

𝐸 = 𝑃𝐴 ∘ 𝐷 .

(b)

Let 𝐈 be a small category and let 𝐷 be a diagram in (𝐴 ⇒ 𝐺) of shape 𝐈.
The resulting diagram 𝐸 ≔ 𝑃𝐴 ∘ 𝐷 in 𝐁 admits a limit (𝐿′, (𝑝′𝐼 )𝐼 ) since the
category ℬ is complete. We need to show the following two assertions:

1. There exists a unique cone (𝐿, (𝑝𝐼 )𝐼 ) on the original diagram 𝐷 such
that 𝐿′ = 𝑃𝐴(𝐿) and 𝑝′𝐼 = 𝑃𝐴(𝑝𝐼 ) for every object 𝐼 of 𝐈.

2. This cone (𝐿, (𝑝𝐼 )𝐼 ) is a limit cone.

We know from part (a) of this exercise that we may regard the diagram 𝐷
in (𝐴 ⇒ 𝐺) as the diagram 𝐸 together with a cone of the form (𝐴, (𝑒𝐼 )𝐼 ) on𝐺∘𝐸.
To prove the first of the above two assertions, we make the following obser-
vations:

• Lifting the object 𝐿′ of ℬ to an object 𝐿 of (𝐴 ⇒ 𝐺) means choosing a
morphism ℓ from 𝐴 to 𝐺(𝐿′) in 𝒜 , so that then 𝐿 = (𝐿′, ℓ).

• Let 𝐼 be some object of 𝐈. There can be at most one lift of the mor-
phism 𝑝′𝐼 ∶ 𝐿′ → 𝐸(𝐼 ) to a morphism 𝑝𝐼 ∶ 𝐿 → 𝐷(𝐼 ) because the pro-
jection functor 𝑃𝐴 is faithful. More explicitly, the only possible lift is 𝑝′𝐼
itself, but 𝑝′𝐼 is a morphism from 𝐿 = (𝐿′, ℓ) to𝐷(𝐼 ) = (𝐸(𝐼 ), 𝑒𝐼 ) if and only
if the diagram

𝐴

𝐺(𝐿′) 𝐺(𝐸(𝐼 ))

ℓ 𝑒𝐼

𝐺(𝑝′𝐼 )

commutes, i.e., if and only if 𝑒𝐼 = 𝐺(𝑝′𝐼 ) ∘ ℓ.
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• Writing 𝑝𝐼 = 𝑝′𝐼 , the object 𝐿 of (𝐴 ⇒ 𝐺) together with the morphisms 𝑝𝐼
is then automatically a cone for the diagram𝐷. Indeed, we need for every
morphism 𝑢∶ 𝐼 → 𝐽 the commutativity of the following diagram:

𝐿

𝐷(𝐼 ) 𝐷(𝐽 )

𝑝𝐼 𝑝𝐽

𝐷(𝑢)

It suffices to check that this diagram commutes after applying the forget-
ful functor 𝑃𝐴, resulting in the following diagram:

𝐿′

𝐸(𝐼 ) 𝐸(𝐽 )

𝑝′𝐼 𝑝′𝐽

𝐸(𝑢)

This diagram commutes because (𝐿′, (𝑝′𝐼 )𝐼 ) is a cone on 𝐸.
As a consequence of these observations, to prove the first assertion, we

need to show that there exists a unique morphism ℓ from 𝐴 to 𝐺(𝐿′) such
that 𝐺(𝑝′𝐼 ) ∘ ℓ = 𝑒𝐼 for every object 𝐼 of 𝐈.

We note that the object 𝐺(𝐿′) of 𝒜 together with the morphisms 𝐺(𝑝′𝐼 )
forms a cone on 𝐺 ∘ 𝐸 because (𝐿′, (𝑝′𝐼 )𝐼 ) is a cone on 𝐸. We note that the
cone (𝐺(𝐿′), (𝐺(𝑝′𝐼 ))𝐼 ) in question is already a limit cone because the original
cone (𝐿′, (𝑝′𝐼 )𝐼 ) is a limit cone and the functor 𝐺 is continuous. It follows that
there exists a unique morphism ℓ from 𝐴 to 𝐺(𝐿′) with

𝐺(𝑝′𝐼 ) ∘ ℓ = 𝑒𝐼
for every object 𝐼 of 𝐈. The overall situation is depicted in Figure A.1.

We have thus proven the first assertion by explicitly construction the re-
quired cone (𝐿, (𝑝𝐼 )𝐼 ) on 𝐷.

Suppose now that (𝐶, (𝑞𝐼 )𝐼 ) is another cone on 𝐷. To prove the second
assertion, we need to show that there exists a unique morphism 𝑓 from 𝐶
to 𝐿 in (𝐴 ⇒ 𝐺) such that 𝑝𝐼 ∘ 𝑓 = 𝑞𝐼 for every object 𝐼 of 𝐈.

The object 𝑐 is of the form 𝐶 = (𝐶′, 𝑐) for an object 𝐶′ of ℬ and a mor-
phism 𝑐 ∶ 𝐴 → 𝐺(𝐶′) in 𝒜 , and each morphism 𝑞𝐼 ∶ 𝐶 → 𝐷(𝐼 ) can we re-
garded as a morphism 𝑞′𝐼 ∶ 𝐶′ → 𝐸(𝐼 ) with

𝐺(𝑞′𝐼 ) ∘ 𝑐 = 𝑒𝐼 . (A.2)
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𝐴 𝐺(𝐿′)

𝐺 ∘ 𝐸

ℓ

𝑒 𝐺(𝑝′)
⟿

𝐿′

𝐸
𝑝′

in 𝒜 in ℬ

Figure A.1: Construction of ℓ.

We need to show that there exists a unique morphism 𝑓 from 𝐶′ to 𝐿′ inℬ
such that the following two properties hold:

1. 𝐺(𝑓 ) ∘ 𝑐 = ℓ, where both sides are morphisms from 𝐺(𝐶′) to 𝐺(𝐿′).
2. 𝑝′𝐼 ∘ 𝑓 = 𝑞′𝐼 for every object 𝐼 of 𝐈.

Indeed, the first property is what it means for the morphism 𝑓 from 𝐶′ to 𝐿′
to also be a morphism from 𝐶 = (𝐶′, 𝑐) to 𝐿 = (𝐿′, ℓ), whereas the second
property means precisely that 𝑝𝐼 ∘ 𝑓 = 𝑞𝐼 for every object 𝐼 of 𝐈.

We know that (𝐶, (𝑞𝐼 )𝐼 ) is a cone on 𝐷, so by applying the projection func-
tor 𝑃𝐴 we find that (𝐶′, (𝑞′𝐼 )𝐼 ) is a cone on 𝐸. It follows that there exists a
unique morphism 𝑓 from 𝐶′ to 𝐿′ satisfying the second property, as (𝐿′, (𝑝′𝐼 )𝐼 )
is a limit cone on 𝐸.

To show the required equality 𝐺(𝑓 ) ∘ 𝑐 = ℓ, it suffices to show that

𝐺(𝑝′𝐼 ) ∘ 𝐺(𝑓 ) ∘ 𝑐 = 𝐺(𝑝′𝐼 ) ∘ ℓ
for every object 𝐼 of 𝐈, thanks to Exercise 5.1.36, part (a) and because the
cone (𝐺(𝐶′), (𝐺(𝑝′𝐼 ))𝐼 ) is a limit cone. This required equality holds because

𝐺(𝑝′𝐼 ) ∘ 𝐺(𝑓 ) ∘ 𝑐 = 𝐺(𝑝′𝐼 ∘ 𝑓 ) = 𝐺(𝑞′𝐼 ) ∘ 𝑐 = 𝑒𝐼 = 𝐺(𝑝′𝐼 ) ∘ ℓ ,
where we use the functoriality of 𝐺, the definition of 𝑓 , identity (A.2), and the
definition of ℓ.
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